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Abstract. An input- and output-sensitive GCD algorithm for multi-variate

polynomials over finite fields is proposed by combining the modular method
with the Ben-Or/Tiwari sparse interpolation. The bit complexity of the algo-

rithm is given and is sensitive to the sparse representation, while for previous

sparse GCD algorithms, the complexities were given only in some special cases.
It is shown that the new algorithm is superior both in theory and in practice

comparing with existing GCD algorithms: the complexity in the degree is de-

creased from quadratic to linear and the running times are decreased by 1-3
orders of magnitude in various benchmarks.

1. Introduction

Multivariate polynomial GCD computation is one of the central problems in al-
gebraic and symbolic computation. In 1967, Collins [4] gave the first major advance
by proposing a refined Euclidean style algorithm. Such direct computational algo-
rithms lack scalability due to the so-called intermediate expression swell phenome-
non. The effective idea to solve the intermediate expression swell problem is mod-
ular algorithms, that is, by substituting some of the variables by certain integers,
multivariate polynomial GCD computation becomes univariate GCD computation
over finite fields, and the true GCD will be recovered from these univariate GCDs
either by interpolations or by the Chinese Remainder Theorem. In 1971, Brown [3]
gave the first modular algorithm based on interpolation for dense polynomials.

The above algorithms are for dense polynomials. In 1973, Moses and Yun pro-
posed the EZ-GCD algorithm [14], where Hensel lifting instead of interpolation
was used to recover the GCD. In 1980, Wang [17] proposed an enhanced EZ-GCD
algorithm, called EEZ-GCD algorithm, which improved the EZ-GCD algorithm
by solving the leading coefficient problem, bad-zero problem, unlcuky evaluation
problem, and the common divisor problem.

In 1979, Zippel [18] developed the first modular sparse GCD algorithm based
on sparse polynomial interpolations, which interpolates the GCD one variable at a
time. Zippel’s algorithm is probabilistic and its correctness relies on the Schwartz-
Zippel lemma. In 1988, Kaltofen [10] gave a GCD algorithm for polynomials given
by straight-line programs. In 1990, Kaltofen and Trager [12] gave a GCD algorithm
for polynomials given by black boxes. In 2008, Cuyt and Lee [5] proposed another
improved technique. For one evaluation, their algorithm reduces a multivariate
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polynomial into a univariate polynomial. In 2016, Hu and Monagan [7] presented a
parallel GCD algorithm for sparse GCD computation, which combined a Kronecker
substitution with a Ben-Or/Tiwari sparse interpolation [2] modulo a smooth prime
to determine the support of the GCD. In 2018, Tang, Li, and Zeng [16] proposed two
methods based on variations of Zippel’s method and Ben-Or/Tiwari’s interpolation
algorithm [2], respectively.

Despite of the vast literatures, explicit bit complexities for sparse multivariate
polynomial GCD algorithms seems not given. In previous work, the bit complexities
were either mentioned to be polynomial in the number of variables, degrees, and
the number of terms of the input polynomials or given under certain conditions.
In this paper, we will give a new GCD algorithm and its bit complexity, which is
sensitive for the sparse representation. The given algorithm is shown to have better
complexities and much better practical performance than existing algorithms.

1.1. Main results. Let Fq be a finite field with q elements, where q is a prime or
prime power. In this paper, we focus on GCD computation over finite fields. Let A
and B be two polynomials in Fq[x1, . . . , xn] and G = gcd(A,B). In the following,
TA, TB , and TG are respectively the numbers of terms in A,B and G. D (and d) is
the degree (and partial degree) bound of A and B. The algorithm is randomized,
so we assume that we can obtain a random bit with bit-cost O(1). The main result
of the paper is given below.

Theorem 1.1. Let A,B be in Fq[x1, . . . , xn], and suppose that a primitive root ω of
Fq is given. For any ε ∈ (0, 1), there exists an algorithm that takes as inputs A,B
and returns G = gcd(A,B) with probability at least 1 − ε using O∼(nDTG(TA +
TB) log2 1

ε log2 q) bit operations.

Our algorithm may fail to find the correct number TG, which leads to an end-
less run. At this point, we force quit when the wrong TG reaches (d + 1)n. But
luckily, this case only happens with probability ≤ ε. So if we choose ε small
enough, for example ε = 1

nD(d+1)n(TA+TB) log2 q
, then the expected complexity is

O∼(n3DTG(TA + TB) log2 q) bit operations.
The algorithm is implemented in Maple and extensive numerical experiments

show that the new algorithm outperforms the default GCD in Maple by 1-3 orders
of magnitudes as shown by Table 1. Details of the experiments can be found in
section 4.

Experiment Settings Maple GCD our GCD
n = 6, D = 30, t varies, tl ≤ 60s tm ≈ 18 tm ≈ 150
t = 30, D = 100, n varies, tl ≤ 60s nm ≈ 3 nm ≈ 200
n = 6, t = 30, D varies, tl ≤ 100s Dm ≈ 23 Dm ≈ 29525

Table 1. Experimental results for computing G = GCD(A,B),
where D = degA = degB = degG, t = #A = #B = #G, tl
is the running time threshold in seconds. We use tm, nm, Dm to
denote the maximum terms, numbers of variables, degrees that can
be computed within the given time threshold tl.

At top level, the algorithm is a combination of the modular method with the
Ben-Or/Tiwari sparse interpolation [2]. Main ingredients of the algorithm include:
a new variable substitution is introduced to isolate the leading coefficient of the
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GCD, that is, the leading coefficient of substituted GCD is a monomial; the con-
cept of diverse polynomials introduced by Giesbrecht and Roche [6] is modified
to give a Ben-Or/Tiwari sparse interpolation algorithm over finite fields; the early
termination introduced by Kaltofen and Lee [11] is used to estimate the terms
bound for the coefficients of the substituted GCD; a new type of good points is
introduced to recover the GCD from its modular images by using only primes with
small sizes. Combination of these ingredients leads to the lower binary complexity
and the practical efficiency of the algorithm.

1.2. Related work and comparison. The EZ-GCD [14] appears to have a com-
puting bound which in most cases is a polynomial function of T and n. But in
some cases, the complexity is increased, for example, when the number of terms
in the expanded series form of B(x1, x2 − b2, . . . , xn − bn) has larger order than
that in B(x1, x2, . . . , xn) for some (b2, . . . , bn) or when the input polynomials are
not monic with respect to any variable. In Zippel’s algorithm [18], O(ndT ) images
of the GCDs are needed, while our algorithm only need O(nT ) images and has a
better complexity. In Table 2, we list the complexities for the GCD algorithms
compared with Zippel algorithm. Here we assume the probability of failure ε is
fixed. The complexity is analysed by the authors of this paper.

Zippel’s algorithm was originally designed for GCDs which are monic w.r.t. the
main variable. The complexity of Zippel’s algorithm is also sensitive to the sparse
representation. The main advantage of our algorithm is that its complexity is linear
in D, while the complexity of Zippel’s algorithm is quadratic in d.

Algorithms Bit complexity Condition
Zippel [18] nd2T log q + ndT (TA + TB) log d log q Monic GCD
This paper nDT (TA + TB) log2 q All cases

Table 2. A “soft-Oh” complexity comparison for GCD algorithms
over Fq[x1, . . . , xn]. T is the number of terms of the GCD. Condi-
tion means under what condition the result is valid.

In the EEZ-GCD algorithm [17], a factorization of the GCD of the leading co-
efficient is computed. However, this step may lead to high complexity, because the
number of terms of the factors may be very large. Our algorithm predetermines the
leading coefficient of the GCD by isolating the maximum term instead of factor-
ization, which was similar to the method introduced by Cuyt and Lee [5] and had
controllable complexity. Furthermore, inspired by the work of Klivans and Spiel-
man [13], we introduce a new variable substitution such that the leading coefficient
of the substituted GCD is a monomial, which greatly decreases the computation
cost. Compared to the algorithm in [7], our algorithm also uses Ben-Or/Tiwari
algorithm to interpolate the coefficients of GCD, but our algorithm was based on a
new diversification method. Also, we do not use the Kronecker substitution and use
only primes with small size. These techniques allow us to give an exact bit complex-
ity, while in their algorithm the smooth prime has size O(Dn) in theory. Compared
to the algorithm in [16], our algorithm uses the method of isolating maximum term
instead of the shifted homogenization introduced in [5] and our algorithm works for
any finite field even if the degree is large.
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2. Basic concepts and preliminary results

2.1. Notations. Let X = {x1, x2, . . . , xn} and

A(X) = c1M1 + c2M2 + · · ·+ ctMt ∈ F [X],

where F is any field, ci 6= 0 and Mi’s are monomials. Let the exponent vector of Mi

be ei = (ei,1, . . . , ei,n) and the monomials Mi’s are arranged in lexicographically
increasing order of ei’s. Then ctMt is called the leading term and ct is called the
leading coefficient, denoted as LC(A).

We first introduce the concept of monomial content.

Definition 2.1. Let f ∈ F [X], where F is any field. Assume f =
∑t
i=1 ciMi, ci 6= 0

and Mi are distinct monomials. Then gcd(M1, . . . ,Mt) is called the monomial
content of f , denoted by MoCont(f). We call f/MoCont(f) the monomial primitive
part of f and denote it by MoPrim(f).

Since MoCont(f) is the greatest common factor of M1, . . . ,Mt, MoCont(f) is
a monomial and MoPrim(f) = f/MoCont(f) is coprime to any monomial. In
particular, MoPrim(f) is relatively prime to MoCont(f).

Let A,B be nonzero elements of F [X]. Then G = gcd(A,B) is uniquely deter-
mined by assuming LC(G) = 1. We say that A is similar to B, denoted as A ≈ B,
if there exists an a ∈ F∗ such that aA = B.

Let s = (s1, . . . , sn) ∈ Nn+ be an integer vector. Define

(2.1) A(s,y) :=
A(x1y

s1 , . . . , xny
sn)

yk

where k is the smallest exponent of y in A(x1y
s1 , . . . , xny

sn). A(s,y) separates the
terms of A by degrees of y.

LetA = A1+· · ·+A`, whereAi is a part ofA such that degy Ai(x1y
s1 , . . . , xny

sn) =

di. Assume d1 < d2 < · · · < d`. Then A(s,y) = A1+A2y
d2−d1 + · · ·+A`yd`−d1 . Here

A` is the leading coefficient of A(s,y) w.r.t y if we regard F [X] as the coefficients
domain.

For any A ∈ Fq[X] and −→α = (α1, . . . , αn) ∈ Fnq , denote A(−→α ) = A(α1, . . . , αn).

For any i ∈ N, denote −→α i = (αi1, . . . , α
i
n). The main idea of the modular GCD

algorithm is to interpolate G = gcd(A,B) from a sequence of evaluations. Pick a
sequence of evaluation points −→α 1,

−→α 2, . . . from Fnq , compute the images of G, then
interpolate each part Gi(X) of G from the scaled images.

Fq may not have enough elements, and in this case we work in a suitable extension
Fq ⊂ Fqm , where the latter one is represented as Fq[z]/〈Φ(z)〉, for a degree-m
irreducible polynomial Φ over Fq. With this representation, arithmetic operations
in Fqm can be done in O∼(m) arithmetic operations in Fq, and thus in O∼(m log q)
bit operations.

The cost of sparse polynomial interpolations is determined mainly by the number
of points −→α 1,

−→α 2, . . . , needed and the size of the prime power q needed.

2.2. Preliminary results. We show that the monomial content and the monomial
primitive part of the GCD can be computed separately.

Lemma 2.2. Let A,B,G ∈ Fq[X] and assume G = gcd(A,B). Then

(i) MoCont(G) = gcd(MoCont(A),MoCont(B)), and
(ii) MoPrim(G) = gcd(MoPrim(A),MoPrim(B)).
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Proof. By Definition 2.1, we have G = MoCont(G)·MoPrim(G), where MoCont(G)
is a monomial and MoPrim(G) is a polynomial without any non-trivial mono-
mial factors. Then, G = gcd(A,B) = gcd(MoCont(A) ·MoPrim(A),MoCont(B) ·
MoPrim(B)) = gcd(MoCont(A),MoCont(B))·gcd(MoPrim(A),MoPrim(B)). Here
gcd(MoCont(A),MoCont(B)) is a monomial. Due to the monomial primitivity
of MoPrim(A) and MoPrim(B), gcd(MoPrim(A),MoPrim(B)) is coprime to any
monomial factors. Due to the unique factorization of polynomials, the lemma is
proved. �

We should ensure that the GCD remains the same when the field is extended.
Denote G = gcdF (A,B) as the GCD of A,B over domain F [X]. The following
result is well known.

Lemma 2.3. Assume F is a field, A,B ∈ F [X]. Let G = gcdF (A,B). For any
extension field K ⊃ F , treat A,B as the elements of K[X]. Then G = gcdK(A,B).

Our proof will make extensive use of the Schwartz-Zippel Lemma.

Lemma 2.4. [18] Let F be a field and A ∈ F [X] be non-zero with total degree D

and let S ⊂ F be a finite set. If
−→
β is chosen at random from Sn then Prob[A(

−→
β ) =

0] ≤ D
|S| .

2.2.1. Resultant. Let F1 =
∑d
i=0 aiy

i and F2 =
∑`
i=0 biy

i. The Sylvester matrix
of A,B is the d+ ` by d+ ` matrix

(2.2)



ad ad−1 · · · a1 a0
ad ad−1 · · · a1 a0

· · · · · · · · · · · ·
ad · · · · · · a0

b` b`−1 · · · b1 b0
b` b`−1 · · · b1 b0

· · · · · · · · · · · ·
b` · · · · · · b0


where the upper part of the matrix consists of ` rows of coefficients of F1, the
lower part consists of d rows of coefficients of F2. The resultant of F1 and F2 is
the determinant of the Sylvester matrix of F1, F2, written as resy(F1, F2). The
following are some facts. Denote LCy(F1) as the leading coefficient of F1 w.r.t. y.

Lemma 2.5. [7] Let D be any integral domain and F1, F2 ∈ D[y,X]. Let R =
resy(F1, F2),−→α ∈ Dn. Then

(i) R,LCy(F1),LCy(F2) are polynomials in D[X], and
(ii) If D is a field and LCy(F1)(−→α )·LCy(F2)(−→α ) 6= 0, then resy(F1(y,−→α ), F2(y,
−→α )) = R(−→α ) and degy gcd(F1(y,−→α ), F2(y,−→α )) > 0 ⇐⇒ resy(F1(y,−→α ),

F2(y,−→α )) = 0.

Lemma 2.6. Let A,B ∈ D[y,X], s = (s1, . . . , sn) ∈ Nn and R = resy(A(s,y), B(s,y)).
Then degR ≤ 2‖s‖∞ degAdegB.

Proof. Assume A(s,y) = ady
d + · · · + a1y + a0 and B(s,y) = b`y

` + · · · + b1y + b0,
where ai, bj ∈ D[X]. By the definition of A(s,y) and B(s,y), we have d ≤ ‖s‖∞ degA
and ` ≤ ‖s‖∞ degB. As the Sylvester matrix is d+ ` by d+ ` matrix and deg ai ≤
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degA,deg bj ≤ degB, the degree of R is no more than ` · degA+ d · degB, which
is ≤ 2‖s‖∞ degA degB. �

2.3. Isolating the leading coefficient. In this section, we will show how to find
an s such that the leading coefficient of gcd(A(s,y), B(s,y)) in y is a monomial.

2.3.1. Generalized homogenization technique. Let A,B ∈ Fq[X]. Instead of directly
computing the GCD of A and B, we compute the GCD of the generalized homog-
enizing polynomials A(s,y) and B(s,y) (see (2.1)) by introducing a new variable y.
Then A(s,y), B(s,y) ∈ Fq[X, y]. Denote C = gcd(A(s,y), B(s,y)) and G = gcd(A,B).
The following lemma shows that C ≈ G(s,y), which means C and G(s,y) are the
same up to a non-zero constant.

Denote ysX = (x1y
s1 , . . . , xny

sn) and y−sX = (x1/y
s1 , . . . , xn/y

sn).

Lemma 2.7. Let A,B ∈ Fq[X], G = gcd(A,B), and s = (s1, . . . , sn) ∈ Nn. Then
gcd(A(s,y), B(s,y)) ≈ G(s,y).

Proof. First we claim that gcd(A(ysX), B(ysX)) ≈ ymG(ysX) for some integer m ≥
0. Proof of the claim: Assume P = gcd(A(ysX), B(ysX)). G|A and G|B imply that
G(ysX)|A(ysX) and G(ysX)|B(ysX), and then we have G(ysX)|P .

We prove the reverse direction. Since P |A(ysX), there exists a Q ∈ Fq[y,X] such
that A(ysX) = P (y,X)Q(y,X). Replacing xiy

si by xi, we have A(X) = P (y, y−sX)
Q(y, y−sX). Then, there exists an integer k such that Q(y, y−sX) = yk(Q`y

d` +
· · ·+Q1y

d1 +Q0), where Qi ∈ Fq[X] and di > 0. So ykP (y, y−sX) is a polynomial
in Fq[y,X] and ykP (y, y−sX)|A(X). If k > 0, then P (y, y−sX)|A(X). So we can
always assume k ≤ 0. For the same reason, there exists an integer u ≤ 0 such
that yuP (y, y−sX)|B(X). Now let m′ = min(−k,−u). Without loss of generality,

assume m′ = −k. Then y−m
′
P (y, y−sX)|A(X) and y−m

′
P (y, y−sX)|yk−uB(X). So

y−m
′
P (y, y−sX)| gcd(A(X), yk−uB(X)) = gcd(A,B), which implies P (y, y−sX)|ym′G.

Replace xi/y
si by xi, we have P (y,X)|ym′G(ysX). So there exists an integer m ≥ 0

such that P ≈ ymG(ysX). The claim is proved.

Since C = gcd(A(s,y), B(s,y)) and A(s,y) = A(ysX)
ydA

, CydA |A(ysX). Here dA is the

integer k in (2.1). For the same reason, CydB |B(ysX). So

Cymin{dA,dB}| gcd(A(ysX), B(ysX)).

By the claim, gcd(A(ysX), B(ysX)) ≈ ymG(ysX) for some integer m ≥ 0, so

Cymin{dA,dB}|ymG(ysX).

Then C| y
mG(ysX)

ymin{dA,dB}
. Clearly, dG ≤ dA and dG ≤ dB . So dG ≤ min{dA, dB} and

C|y
mG(ysX)
ydG

= ymG(s,y). For the reverse direction, since G|A and G|B, we have

G(ysX)|A(ysX) and G(ysX)|B(ysX). Since G(ysX) = G(s,y) · ydG and A(ysX) =

A(s,y) · ydA , G(s,y)|A(s,y). For the same reason, we have G(s,y)|B(s,y). So we have

G(s,y)| gcd(A(s,y), B(s,y)) = C.

So there exists an integer m′ such that C ≈ ym
′
G(s,y). Regard C and G(s,y) as

polynomials in y with coefficients in Fq[X], we know both C and G(s,y) have non-
zero constants, so m′ = 0. The lemma is proved. �

Once C = gcd(A(s,y), B(s,y)) is computed, the polynomial C(1,X) is similar to
gcd(A,B).
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2.3.2. Isolating the leading coefficient. In previous work on GCD computation,
A(1,y) instead of A(s,y) is used, where 1 is the vector all of whose entries are

1. Suppose G = 5x31x2 + 7x51x
8
2 + 4x91x

4
2 is the GCD to be computed. Then

G(1,y) = 5x31x2 + (7x51x
8
2 + 4x91x

4
2)y9. Regarding y as the main variable, G(1,y) is

not monic. In this case, the sparse modular GCD algorithm of Zippel cannot be
applied directly as the leading coefficient in the univariate images of G in y cannot
be known in advance. In the computing of GCD, how to find such a leading coeffi-
cient of A(1,y) is a key and bottleneck step. On the other hand, let s = (1, 2). Then

the leading coefficient of G(s,y) = 5x31x2 + 4x91x
4
2y

12 + 7x51x
8
2y

16 in y is a monomial,
which will be used to greatly simplify the GCD computation.

In this section, we will introduce a new method to solve this leading coefficient
problem. We know that LCy(G) divides gcd(LCy(A),LCy(B)). If a new variable
y is constructed so that gcd(LCy(A),LCy(B)) is only a monomial, then LCy(G)
must also be a monomial. In order to make gcd(LCy(A),LCy(B)) a monomial, the
simplest case is that LCy(A) or LCy(B) is a monomial.

Before our description, we define the concept of the maximum isolated term.

Definition 2.8. Let F = f`y
e` + f`−1y

e`−1 + · · · + f1y
e1 ∈ Fq[X, y], where fi ∈

Fq[X], fi 6= 0 and e` > · · · > e1 ≥ 0. If f` is a single term in Fq[X], then we say F
has a maximum isolated term w.r.t y.

The following lemma says that if a polynomial has a maximum isolated term
w.r.t y, then so do its factors.

Lemma 2.9. If F ∈ Fq[X, y] has a maximum isolated term w.r.t y, then its factor
polynomials also have maximum isolated terms w.r.t y.

Proof. Assume F = G ·H and G = g`y
d` + · · ·+ g1y

d1 and H = hty
et + · · ·+h1t

e1 .
Then the leading coefficient of F is g` ·ht. If the number of terms of g` or ht exceeds
one, so does g` · ht, which contradicts to assumption of F . �

The following theorem gives a probabilistic method to construct s, so that the
new polynomial has a maximum isolated term.

Theorem 2.10. Let A(X) ∈ Fq[X], T ≥ #A, N = 2(T − 1). If we choose a vector
s = (s1, . . . , sn) ∈ [1, N ]n uniformly at random, then A(s,y) has a maximum isolated

term w.r.t y with probability ≥ 1
2 .

Proof. Assume A =
∑t
i=1 aix

ei,1
1 · · ·xei,nn . The degrees of y of terms in A(ysX) for

s = (s1, . . . , sn) are ds,i = ei,1s1 + · · ·+ei,nsn, i = 1, . . . , t. Let ds,max = maxti=1 ds,i
and call (s1, . . . , sn, ds,max) the maximum point of s.

Considering s1, . . . , sn, z as variables, we have t hyperplanes Pi : z = ei,1s1 +

· · · ei,nsn, i = 1, . . . , t in Rn+1. Let S = {s ∈ Rn : si > 0, i = 1, . . . , n} be the open

first octant. Define C ⊂ Rt+1
+ as follows.

C = {(s, ds,im) : s ∈ S and im ∈ argmaxti=1ds,i}

that is, C consists of maximum points over S.
We claim that C = ∪`i=1Qi is an open n-dimensional polyhedral cone, where

` ≤ t, Qi ⊂ Pµi
is a convex polyhedral cone, Pµi

6= Pµj
for i 6= j, Qi ∩ Qi+1 ⊂ C

for i = 1, . . . , ` − 1. Furthermore, the map D(s) = ds,im : S → R for (s, ds,im) ∈ C
is a concave function.
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We prove the claim by induction. The claim is easily seen to be true for t = 1. For
t = 2, let the projection of the intersection of P1 and P2 to the s-coordinate space
be R1 = {s : P1(s) = P2(s)} which is a linear subspace of the s-space Rn. If R1 is
outside S, then we have either P1(s) > P2(s) for all s ∈ S or P1(s) < P2(s) for all s ∈
S. We can set C = {(s, P1(s)) : s ∈ S} in the first case and C = {(s, P2(s)) : s ∈ S}
in the second case, and the claim is proved. If R1 is inside S, then S is divided into
two convex polyhedral cones: C1 = {s : ds,1 ≥ ds,2} and C2 = {s : ds,2 ≥ ds,1}
by R1. It is clear that C1 ∩ C2 = R1. Let Qi = {(s, ds,i) : s ∈ Ci}, which are
clearly convex polyhedral cones. Then it is easy to see that C = Q1 ∪Q2. Since all
coordinates of s are positive, D(s) is clearly concave. Also note that A(s,y) has a

maximum isolated term for s ∈ S \R1.
Suppose the claim is valid for t and A has t + 1 monomials. Then for the first

t monomials of A, Ct = ∪`i=1Qi with ` ≤ t. Let i1 be the smallest index such
that Pt+1 intersects Qi1 and i2 ≥ i1 + 1 be the next smallest index such that Pt+1

intersects Qi2 . Here, we consider the generic case, that is Qi1 ∩Qi1+1 ⊂ Pt+1 and
Qi2 ∩Qi2+1 ⊂ Pt+1 are not valid. If one of them is valid, the claim can be proved
similarly. Also, Pt+1 may intersect only one Qi, and this case can also be proved
similarly.

Since Dt(s) is concave, Pt+1 intersects no Qi for i ≥ i2+1, that is Pt+1 intersects
essentially at most two Qis. Let Ei(i = 1, . . . , t), R1, and R2 be the projections of
Qi, Pt+1 ∩Qi1 and Pt+1 ∩Qi2 to the s-coordinate space. Further let

C1 = {s ∈ Ei1 : ds,µi1
≥ ds,t+1} Q̃i1 = {(s, ds,µi1

) : s ∈ C1}
C2 = {s ∈ Ei2 : ds,µi2

≥ ds,t+1} Q̃i2 = {(s, ds,µi2
) : s ∈ C2}

C3 = {s ∈ ∪i2i=i1Ei : ds,t+1 ≥ ds,µi} Q̃i3 = {(s, ds,t+1) : s ∈ C3}.

Since Dt(s) is concave, we have ds,t+1 ≥ ds,µi for i = i1 + 1, . . . , i2 − 1. Then, it
can be shown that the following decomposition satisfies the properties in the claim

Ct+1 = Q1 ∪ · · ·Qi1−1 ∪ Q̃i1 ∪ Q̃i3 ∪ Q̃i2 ∪Qi2+1 ∪ · · ·Q`.
Let Fi(i = 1, . . . , ` − 1) be the projections of Qi ∩ Qi+1 to the s-coordinate

space. Then, for s ∈ S \ ∪`−1i=1Fi, A(s,y) has a maximum isolated term. Define the

polynomial B(s) =
∏`−1
i=1(ds,µi

− ds,µi+1
). Then degB(s) ≤ T − 1. By Lemma 2.4,

if randomly choose s ∈ [1, N ]n, with the probability ≥ 1 − `
N ≥ 1 − T−1

2(T−1) = 1
2 , s

is not a zero of the B(s), and in this case, A(s,y) has a maximum isolated term. �

Example 2.11. Let A = 2x71x
3
2 +3x51x

8
2 +5x1x

9
2 ∈ F11[x1, x2]. For s ∈ N2, we have

the degrees of y in A(x1y
s1 , x2y

s2) are d1 = 7s1 +3s2, d2 = 5s1 +8s2, d3 = s1 +9s2.
Regarding s1, s2, z as variables, we obtain three hyperplanes:

P1 : z = 7s1 + 3s2

P2 : z = 5s1 + 8s2

P3 : z = s1 + 9s2

As shown Figure 1, P1, P2, P3 form an open polyhedral cone C, which is concave as
a function of (s1, s2). The projection of the edges of C to the s1s2-coordinate plane
are two lines 7s1 + 3s2 = 5s1 + 8s2 and 5s1 + 8s2 = s1 + 9s2, shown in Figure 2.
Over these two lines, two of P1, P2, P3 achieve the same maximum value for a given
s. Thus A(s,y) has a maximum isolated term if and only if 7s1 + 3s2 6= 5s1 + 8s2
and 5s1 + 8s2 6= s1 + 9s2.
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Figure 1. The open
polyhedral cone C
formed by P1, P2, P3.

Figure 2. Projection
of edges of the open
polyhedral cone

For polynomials A and B, we can always choose a vector s such that A(s,y) or
B(s,y) has a maximum isolated term. As N = 2(TA − 1) or N = 2(TB − 1), the
degrees of A(s,y) or B(s,y) in y are O(TAD) or O(TBD). Once one of A and B has
a maximum isolated term, so does their GCD.

2.4. Diverse polynomial and sparse interpolation over finite fields. In this
section, we give the Ben-Or/Tiwari sparse interpolation over finite fields.

2.4.1. Diverse polynomials. We use the following concept of diverse polynomials,
introduced by Giesbrecht and Roche [6].

Definition 2.12. Let R be any ring. If a polynomial f ∈ R[X] has all coefficients

distinct; that is, f =
∑t
i=1 ciMi and ci = cj ⇒ i = j, then we say f is diverse.

We define the following more loosely concept: diverse w.r.t. y.

Definition 2.13. Let F ∈ R[y,X]. Assume F =
∑d
i=0 aiy

i. F is called diverse
w.r.t. y if each ai ∈ R[X] is diverse.

The following is an illustrative example for this concept.

Example 2.14. Let F = (4x1x
2
2 + 6x21x

5
2)y3 + (3x21x2 + 2x21x

2
2)y ∈ F7[y, x1, x2].

Regard y as the main variable in F . The coefficients of y3 and y are 4x1x
2
2 + 6x21x

5
2

and 3x21x2 + 2x21x
2
2. Both of them have the pair-wise different coefficients, so F

is diverse w.r.t. y. As a counter-example, if F = (6x1x
2
2 + 6x21x

5
2)y3 + (3x21x2 +

2x21x
2
2)y ∈ F7[y, x1, x2], 6x1x

2
2+6x21x

5
2, the coefficient of y3, has the same coefficient

6. So F is not diverse w.r.t y.

Giesbrecht and Roche [6] introduced a method of diversification, which con-
verted a non-diverse polynomial into a diverse polynomial with high probabil-
ity. If ζ1, . . . , ζn ∈ R∗, the polynomials f(ζ1x1, . . . , ζnxn) ↔ f(X) are one-to-
one corresponding. We can interpolate f(ζ1x1, . . . , ζnxn) instead of f(X). If

f(X) =
∑t
i=1 cix

ei,1
1 · · ·xei,nn , then

f(ζ1x1, . . . , ζnxn) =

t∑
i=1

ciζ
ei,1
1 · · · ζei,nn x

ei,1
1 · · ·xei,nn =

t∑
i=1

c̃ix
ei,1
1 · · ·xei,nn ,
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where c̃i = ciζ
ei,1
1 · · · ζei,nn . Now the coefficients of f(ζ1x1, . . . , ζnxn) are c̃i’s. Gies-

brecht and Roche [6] proved that if R has enough many elements and (ζ1, . . . , ζn)
are randomly chosen from R∗n, then f(ζ1x1, . . . , ζnxn) is diverse with high proba-
bility. Once g = f(ζ1x1, . . . , ζnxn) is known, so f = g(ζ−11 x1, . . . , ζ

−1
n xn).

The following theorem states that diversification of F1 and F2 leads to diversifi-

cation of their GCD. Denote
−→
ζ X = (ζ1x1, . . . , ζnxn) and

−→
ζ −1 = (ζ−11 , . . . , ζ−1n ).

Lemma 2.15. Let F1, F2 ∈ Fq[y,X], C = gcd(F1, F2), and
−→
ζ = (ζ1, . . . , ζn) ∈ K∗n,

where K is an extension field of Fq. Then C(y,
−→
ζ X) ≈ gcd(F1(y,

−→
ζ X), F2(y,

−→
ζ X)).

Proof. Assume P = gcd(F1(y,
−→
ζ X), F2(y,

−→
ζ X)). Since C = gcd(F1, F2), we have

C(y,
−→
ζ X)|F1(y,

−→
ζ X) and C(y,

−→
ζ X)|F2(y,

−→
ζ X). So we have C(y,

−→
ζ X)|P . We prove

the reverse direction. From P |F1(y,
−→
ζ X), we have P (y,

−→
ζ −1X)|F1. For the similar

reason, P (y,
−→
ζ −1X)|F2, which implies P (y,

−→
ζ −1X)| gcd(F1, F2). So P (y,

−→
ζ −1X)|C

and then P |C(y,
−→
ζ X). The lemma is proved. �

2.4.2. Sparse interpolation over finite fields. We generalize the Ben-Or and Tiwari
algorithm to polynomials over finite fields. Compared with the original Ben-Or and
Tiwari algorithm over fields with characteristic 0, the following assumption need to
be satisfied.

Assumption 2.16. Let f =
∑
i ciMi, Mi = x

ei,1
1 · · ·xei,nn , −→α = (α1, . . . , αn) ∈

Fnqm , and ω a primitive root of Fq.
(1) f is a diverse polynomial.
(2) The polynomial

∏
1≤i<j≤t(Mi −Mj) is not zero at point −→α .

(3) The polynomial
∏n
k=1

∏
1≤i<j≤t(ω

ei,kMi−ωej,kMj) is not zero at point −→α .

The algorithm is listed below for ease of the call of other algorithms. For details,
see [9].

Algorithm 2.17. Interpolation
Input:

• 2T evaluations f(−→α i) = f(αi1, . . . , α
i
n), i = 1, 2, . . . , 2T , where Assumptions

2.16 are satisfied.
• A primitive root ω of Fq, where q > maxni=1 degxi

f .

• 2nT evaluations f(−→α ik) = f(αi1, . . . , α
i
k−1, (αkω)i, αik+1, . . . , α

i
n), i = 1, 2,

. . . , 2T, k = 1, 2, . . . , n.

Output: The polynomial f =
∑t
i=1 ciMi.

We choose the points in the extension field Fqm = Fq[z]/(Φ) with irreducible
polynomial Φ(z) of degree m.

Theorem 2.18. [9] Algorithm 2.17 needs O∼(nm2T log2 q+ nT
√
d log q) bit oper-

ations.

Remark 2.19. The complexity nT
√
d log q comes from the computing of discrete

logarithms.

2.5. Early termination for the terms bound. We show how to estimate a
tight terms bound for a polynomial. Kaltofen and Lee [11] proposed the technique
early termination, which can be used to detect the number of terms of f with high
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probability. Based on this idea, a method that to test whether f is t-sparse is given.
Hu and Monagan [8] also applied this method to determine the terms bound of the
GCD. Let vi = f(xi1, . . . , x

i
n) be the symbolic evaluations of f at powers, and define

the Hankel matrices of polynomials

HKs =


v1 v2 · · · vs
v2 v3 · · · vs+1

...
...

. . .
...

vs vs+1 · · · v2s−1


Kaltofen and Lee [11] proved that if s > t, then HKs is singular; if s ≤ t, HKs

has full rank. For any −→α with components taken from the algebraic completion of
Fq, we have

det HKs(
−→α )

{
= 0, if s > t,

6= 0 with high probability, if s ≤ t.

The degree of det HKs is bounded by s2 deg f [11, Theorem 5]. If s ≤ t, for −→α
chosen uniformly at random from Fnqm , det HKs(

−→α ) is nonzero with probability at

least 1 − s2 deg f/qm by Lemma 2.4. Choose a random point −→α ∈ Fnqm , if we test

whether det HKs(
−→α ) = 0 for s = 1, 2, 3, . . . , t+1, the probability that det HKt+1(−→α )

is not the first singular Hankel matrix is at most deg f
qm

∑t
s=1 s

2 = t(t+1)(2t+1) deg f
6qm .

In this paper, an estimation for t that is tight up to a constant factor is enough.
As shown by Arnold [1], in this case one can employ a technique called repeated
doubling. We make an initial guess s = 1, and test det HKs(

−→α ) = 0 for s =
1, 2, 22, . . . , until det HKs(

−→α ) = 0. In this case, the probability that the first

instance of det HKs(
−→α ) = 0 is for t < s ≤ 2t is deg f

qm

∑blog2 tc
i=0 (2i)2 < 4t2 deg f

3qm .

2.6. Good point. The main idea of our algorithm is mapping the entire problem
to a simpler domain via homomorphisms. Assume

Φ−→α : Fq[X, y]→ Fq[y]

is a homomorphism of rings by evaluating xi = αi, i = 1, . . . , n, where −→α =
(α1, . . . , αn). Let F1, F2 ∈ Fq[X, y] and C = gcd(F1, F2). Then Φ−→α (F1) = F1(y,−→α )
and Φ−→α (F2) = F2(y,−→α ). Compute the GCD of univariate polynomials Φ−→α (F1)
and Φ−→α (F2), and it is easy to see that

Φ−→α (C)| gcd(Φ−→α (F1),Φ−→α (F2)).

If Φ−→α (C) ≈ gcd(Φ−→α (F1),Φ−→α (F2)), gcd(Φ−→α (F1),Φ−→α (F2)) retains parts of the
information of C to solve the problem in the original domain. The leading coefficient
LCy(C)(−→α ) of the GCD is not zero if Φ−→α (F1) and Φ−→α (F2) do not decrease in degree,
which leads to the following definition.

Definition 2.20. Let F1, F2 ∈ Fq[X, y] and C = gcd(F1, F2). Let −→α ∈ Fnqm .

We say −→α is a good point for F1, F2 if LCy(F1)(−→α ) 6= 0, LCy(F2)(−→α ) 6= 0 and
deg Φ−→α (C) = deg gcd(Φ−→α (F1),Φ−→α (F2)).

Since Φ−→α (C)| gcd(Φ−→α (F1),Φ−→α (F2)), if −→α is a good point for F1, F2, we always
have Φ−→α (C) ≈ gcd(Φ−→α (F1),Φ−→α (F2)).
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Lemma 2.21. Let F1, F2 ∈ Fq[X, y] and −→α ∈ Fnqm . Assume

R = resy(F1/ gcd(F1, F2), F2/ gcd(F1, F2)).

Let L = R · LCy(F1) · LCy(F2). Then −→α is a good point for F1, F2 if and only if
L(−→α ) 6= 0.

Proof. First, we have R = resy(F1/ gcd(F1, F2), F2/ gcd(F1, F2)) ∈ Fq[X]. Since
gcd(F1/ gcd(F1, F2), F2/ gcd(F1, F2)) = 1, R 6= 0.

Assume L(−→α ) 6= 0. Then LCy(F1)(−→α ) 6= 0,LCy(F2)(−→α ) 6= 0 and R(−→α ) 6= 0. As-
sume C = gcd(F1, F2). As the leading coefficients of F1, F2 are not zero at point −→α ,
by the definition of resultant, R(α) = resy(F1(y,−→α )/C(y,−→α ), F2(y,−→α )/C(y,−→α )).
Since R(α) 6= 0, gcd(F1(y,−→α )/C(y,−→α ), F2(y,−→α )/C(y,−→α )) = 1. So C(y,−→α ) ≈
gcd(F1(y,−→α ), F2(y,−→α )), which implies deg Φ−→α (C) = deg gcd(Φ−→α (F1),Φ−→α (F2)).
So −→α is a good point for F1, F2. For the other direction, assume −→α is a good point
for F1, F2, then LC(F1)(−→α ) 6= 0,LC(F2)(−→α ) 6= 0. The remaining proof can be
traced back directly. �

Of course, a single Φ−→α does not usually retain all the information necessary to
solve the problem in the original domain. For a fixed primitive root ω of Fq, we
have the following definition.

Definition 2.22. Let −→α ∈ Fnqm . If the points −→α i, i = 1, 2, . . . , 2T and −→α ik, i =
1, 2, . . . , 2T, k = 1, 2, . . . , n (the element at the k-th row and i-th column of Table
3) are all good points for A and B, then −→α is called a 2T -ω good point for A and
B.

Base (α1, α2, . . . , αn) (α2
1, α

2
2, . . . , α

2
n) . . . (α2T

1 , α2T
2 , . . . , α2T

n )
1 (α1ω, α2, . . . , αn) ((α1ω)2, α2

2, . . . , α
2
n) . . . ((α1ω)2T , α2T

2 , . . . , α2T
n )

2 (α1, α2ω, . . . , αn) (α2
1, (α2ω)2, . . . , α2

n) . . . (α2T
1 , (α2ω)2T , . . . , α2T

n )
...

...
...

...
...

n (α1, α2, . . . , αnω) (α2
1, α

2
2, . . . , (αnω)2) . . . (α2T

1 , α2T
2 , . . . , (αnω)2T )

Table 3. The evaluation points for the 2T -ω good point

Our GCD algorithm cannot reconstruct gcd(F1, F2) using the images if −→α is not
a 2T -ω good point for F1 and F2.

3. A GCD algorithm over finite field

In this section, we present a GCD algorithm for polynomials over finite fields.
Lemma 2.2 shows that

(3.1) G = gcd(A,B) = gcd(MoCont(A),MoCont(B)) · gcd(MoPrim(A),MoPrim(B)),

where gcd(MoCont(A),MoCont(B)) and gcd(MoPrim(A),MoPrim(B)) are the mono-
mial content of G and the monomial primitive part of G, respectively. Based on
Equ. (3.1), to compute G, our algorithm is mainly divided into three parts.

Part 1: compute the monomial content of G by computing

MoCont(G) = gcd(MoCont(A),MoCont(B)).

This part is trivial as all polynomials appearing in the computing are mono-
mials.
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Part 2: compute the monomial primitive part of G by computing

MoPrim(G) = gcd(MoPrim(A),MoPrim(B)).

We explain the framework of this part more details in Section 3.1 and
summarize it as a subroutine algorithm (given in Section 3.2).

Part 3: multiply the two parts to get the final result G = MoCont(G) ·
MoPrim(G). This part can be converted to the additions of exponents,
as MoCont(G) is a monomial.

3.1. Framework of our GCD algorithm for monomial primitive polyno-
mials. Assume A,B ∈ Fq[X] are monomial primitive. To compute G = gcd(A,B),
we first compute C = gcd(A(s,y), B(s,y)) for some suitable vector s ∈ Nn, and then
let y = 1 to obtain G from C. The algorithm is mainly divided into following parts:

Part a: find a vector s ∈ Nn such that G(s,y) has a maximum isolated term
w.r.t y using Theorem 2.10.

Part b: compute the polynomial H = ∆ · gcd(A(s,y), B(s,y)) by evaluation-
interpolation scheme. Here H is the GCD of A(s,y), B(s,y) up to a monomial
∆, and the details will be given below.

Part c: delete ∆ from H to obtain gcd(A(s,y), B(s,y)) and then gcd(A,B).

We will explain Part b in more details. For matching different evaluations, we
need to know the leading coefficient (or some other coefficients in a fixed degree).
But it is hard to know in advance before we know the exact form of G. Luckily, in
Part a, we have found a vector s such that G(s,y) has a maximum isolated term, so

the leading coefficient of G w.r.t y is a factor of (x1x2 · · ·xn)d, where d is the partial
degree bound of A,B. So we regard the leading coefficient of gcd(A(s,y), B(s,y)) as

(x1x2 · · ·xn)d. The result is only different from gcd(A(s,y), B(s,y)) by a monomial
factor which can be removed easily.

Denote F1 = A(s,y) and F2 = B(s,y). Assume −→α is a good point for F1, F2 ∈
Fq[X, y]. Regard C = gcd(F1, F2) as the polynomial in y with coefficients in Fq[X]
and assume

C = C`y
e` + · · ·+ C1y

e1 ,

where Ci ∈ Fq[X] and e` > e`−1 > · · · > e1. As C has a maximum isolated term
w.r.t y, C` is a monomial. The image has the form

gcd(F1(y,−→α ), F2(y,−→α )) = ye` +
C`−1(−→α )

C`(
−→α )

ye`−1 + · · ·+ C1(−→α )

C`(
−→α )

ye1 .

Let

H = ∆ · C = H`y
e` +H`−1y

e`−1 + · · ·+H1y
e1 ,(3.2)

where ∆ = (x1···xn)
d

C`
, Hi = (x1···xn)

d

C`
Ci, and in particular H` = (x1 · · ·xn)d. As d

is a partial degree bound of A,B, C` divides (x1 · · ·xn)d and ∆ is a monomial. So
we have

H(y,−→α ) = (α1 · · ·αn)d · gcd(F1(y,−→α ), F2(y,−→α )).(3.3)

We can evaluate Hi ∈ Fq[X], i = 1, 2, . . . , `− 1 at the point −→α . Varying −→α , we can
recover all Hi’s from the evaluations by interpolation.

Part b can be divided mainly into four steps.

• compute all term bounds Ti’s of all coefficients of gcd(A(s,y), B(s,y)) w.r.t.
y using the technique of early termination in section 2.5;
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• diversify all the coefficients of gcd(A(s,y), B(s,y)) w.r.t. y using the method

given in section 2.4.1 and find a good point −→α using the method given in
section 2.6;
• evaluate all the coefficients of H(y,−→α i), H(y,−→α ik) in (3.3), which is possible

because gcd(F1(y,−→α i), F2(y,−→α i)), gcd(F1(y,−→α ik), F2(y,−→α ik)) are monic;
• interpolate all the coefficients of H = ∆ · gcd(A(s,y), B(s,y)) in (3.2) from

the evaluations by sparse polynomial interpolation.

3.2. Primitive GCD algorithm. We give a GCD algorithm in Fq[X] for primitive
polynomials.

Algorithm 3.1. Primitive GCD over finite fields
Input:

• Two monomial primitive polynomials A,B ∈ Fq[X].
• A primitive element ω of Fq.
• A tolerance ε.

Output: G = gcd(A,B) with probability ≥ 1− ε; or “Failure.”
Initial

Step 0: Let d = max{degxi
A,degxi

B, i = 1, 2, . . . , n} and D = max{degA,
degB}.

Step 1: If q < D, then find an irreducible polynomial Υ(z) over Fq[z] of de-

gree k ≥ logD
log q . Construct finite field Fqk as Fq[z]/(Υ). For the convenience

of description, in the following, we still denote Fqk as Fq. Find a primitive
root of Fqk and still denote it ω.

Stage I: Find a vector s such that at least one of A(s,y), B(s,y) has a max-
imum isolated term.

Step 2: Let N = 2 min{TA − 1, TB − 1}. Randomly choose s ∈ [1, N ]n. If
both of A(s,y), B(s,y) do not have a maximum isolated term, then repeat
Step 2.

Step 3: Set F1 := A(s,y), F2 := B(s,y).

Stage II: Find terms bound for all coefficients of ∆ · gcd(A(s,y), B(s,y)).

Step 4: Find an irreducible polynomial Φ(z) over Fq[z] of degree

r = d
log 1

ε + log 86 + 2n log(d+ 1) + 2 log(nd) + log ‖s‖∞
log q

e.

Construct finite field Fqr as Fq[z]/(Φ).
Step 5: Set T := 1. Randomly choose −→σ = (σ1, . . . , σn) ∈ F∗nqr .
Loop:
Step 6: For i = T, T + 1, . . . , 2T − 1

a: If one of LCy(F1)(−→σ i), LCy(F2)(−→σ i) is zero, then return “Failure.”
b: Compute the monic GCD of F1(y,−→σ i) and F2(y,−→σ i). Let

η′i := gcd(F1(y,−→σ i), F2(y,−→σ i)).

If one of η′i has different degree with others, then return “Failure.”
Step 7: Multiply η′i by the leading coefficient (σ1 · · ·σn)i·d.

For i = T, T + 1, . . . , 2T − 1 do

ηi := η′i · (σ1 · · ·σn)i·d.
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Assume

ηi := ci,1y
e1 + · · ·+ ci,`y

e` , i = 1, . . . , 2T − 1.

Step 8: Construct Hankel matrices Hk := (ci+j−1,k)i,j=1,...,T , k = 1, 2, . . . , `−
1. If one of det(Hj) is not zero for j = 1, 2, . . . , ` − 1, then T := 2T , and
goto Loop. Write down Ti for each yei , which is the first T for det(Hi) = 0.

Step 9: Let T := T − 1; and Ti = Ti − 1, i = 1, 2, . . . , `− 1.

Stage III: Choose good evaluation points and diversify the GCD.

Step 10: Find an irreducible polynomial Φ′(z) over Fq[z] of degree

m ≥ d
log 1

ε + log 42 + log(n+ 1) + 2 log(ndT )

log q
e.

Construct finite field Fqm as Fq[z]/(Φ′).
Step 11: Randomly choose

−→
ζ = (ζ1, . . . , ζn) ∈ F∗nqm and −→α = (α1, . . . , αn) ∈

F∗nqm . /* It will be proved that H is diverse w.r.t. y by
−→
ζ and −→α is a good

point.*/

Step 12: Compute Ã = A(ζ1x1, . . . , ζnxn), B̃ = B(ζ1x1, . . . , ζnxn). Com-

pute F̃1 = (Ã)(s,y), F̃2 = (B̃)(s,y).

Stage IV: Evaluate the GCD.

Step 13: For i = 1, 2, . . . , 2T

a: If one of LCy(F̃1)(−→α i), LCy(F̃2)(−→α i), LCy(F̃1)(−→α ik), and LCy(F̃2)(−→α ik), k =
1, 2, . . . , n is zero, then return “Failure.”

b: Compute the monic univariate GCD of F̃1(y,−→α i) and F̃2(y,−→α i).

f ′i := gcd(F̃1(y,−→α i), F̃2(y,−→α i)).

c: Compute the monic univariate GCD of F̃1(y,−→α ik) and F̃2(y,−→α ik) for
k = 1, 2, . . . , n

g′i,k := gcd(F̃1(y,−→α ik), F̃2(y,−→α ik)).

Step 14: Multiply f ′i , g
′
i,k by the leading coefficients (α1 · · ·αn)i·d and (α1 · · ·αn·

ω)i·d.
For i = 1, 2, . . . , 2T do

fi := f ′i · (α1 · · ·αn)i·d = ci,1y
e1 + · · ·+ ci,`y

e`

gi,k := g′i,k · (α1 · · ·αn · ω)i·d = ri,k,1y
e1 + · · ·+ ri,k,`y

e`

for all k = 1, 2, . . . , n.

Stage V: Compute GCD by interpolation.

Step 15: For j = 1, 2, . . . , `−1, compute the polynomials by Algorithm 2.17:
H ′j := Interpolation(ω, ci,j , ri,k,j , i = 1, . . . , 2Ti, k = 1, 2, . . . , n).

Set Hj := H ′j(ζ
−1
1 x1, . . . , ζ

−1
n xn) and H` := (x1 · · ·xn)d.

Stage VI: Compute the monomial primitive part.

Step 16: For i = 1, . . . , n, let ki = min{deg(Hj , xi), j = 1, . . . , `}
/* xk11 · · ·xknn is the monomial content ∆ of

∑`
i=1Hi. ∗/.

Step 17: Return the primitive part (
∑`
i=1Hi)/(x

k1
1 · · ·xknn ).

Theorem 3.2. Let A,B ∈ Fq[X] be monomial primitive polynomials and ω ∈ Fq a
fixed primitive root. Then Algorithm 3.1 is correct.
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(1) With probability ≥ 1− ε, it returns the correct GCD and the complexity is
O∼(nDTG(TA + TB) log2 1

ε log2 q) bit operations.

(2) The expected complexity is O∼(n3DTG(TA + TB) log2 q) bit operations.

Proof. The proof is given in Section 5. �

In Stage I, we find a suitable vector s forA,B such that at least one ofA(s,y), B(s,y)

has a maximum isolated term. In Stage II, we compute the terms bound Ti
of coefficients of ∆ · gcd(A(s,y), B(s,y)) in y by using the technique of early ter-
mination. In Stage III, we diversify all the coefficients of ∆ · gcd(A(s,y), B(s,y))

w.r.t. y by using
−→
ζ = (ζ1, . . . , ζn) and choose the good evaluation point −→α .

In Stage IV, we evaluate all the coefficients of ∆ · gcd(A(s,y), B(s,y)) at points
−→α i, i = 1, 2, . . . , 2T and −→α ik, i = 1, . . . , 2T, k = 1, . . . , n. In Stage V, we inter-
polate all the coefficients of ∆ · gcd(A(s,y), B(s,y)) at points −→α i, i = 1, 2, . . . , 2T and
−→α ik, i = 1, . . . , 2T, k = 1, . . . , n by sparse polynomial interpolation. In Stage VI, we
remove the factor ∆ from ∆ ·gcd(A(s,y), B(s,y)) by computing the monomial content
and return the GCD of A,B.

3.3. GCD algorithm for polynomials over finite fields. Based on Algorithm
3.1, we give the complete GCD algorithm polynomials over finite fields.

Algorithm 3.3. GCD over finite fields
Input:

• A,B ∈ Fq[X].
• A primitive element ω of Fq.
• A tolerance ε.

Output: G = gcd(A,B) with probability ≥ 1− ε; or “Failure.”

Step 1: Compute the monomial contents and the primitive parts of A and
B, and denote them by CA := MoCont(A), CB := MoCont(B), PA :=
MoPrim(A), PB := MoPrim(B).

Step 2: Compute the GCD G′ = gcd(PA, PB) by Algorithm 3.1 with toler-
ance ε.

Step 3: Compute the GCD C ′ = gcd(CA, CB).
Step 4: Return G′ · C ′.

Theorem 3.4. Let A,B ∈ Fq[X] and ω ∈ Fq a fixed primitive root. Then Algorithm
3.3 is correct.

(1) With probability ≥ 1 − ε, it returns the correct GCD G = gcd(A,B) and
the complexity is O∼(nDTG(TA + TB) log2 1

ε log2 q) bit operations.

(2) The expected complexity is O∼(n3DTG(TA + TB) log2 q) bit operations.

Proof. The correctness comes from the Equ. (3.1). Once G′ is computed correctly
in Step 2, Algorithm 3.3 returns the correct polynomial. According to Theorem 3.2,
we compute the correct gcd(PA, PB) with probability ≥ 1 − ε. So the correctness
is proved.

Now we analyse the complexity. In Step 1, since MoCont(A) is a monomial, to
compute MoCont(A), it suffices to find each exponent of xi, which is equivalents
to finding the minimum degrees of xi’s in A. So the cost is O(nTA logD) bit op-
erations. As MoPrim(A) = A/MoCont(A), to compute MoPrim(A), just subtract
the exponents of MoCont(A) from the exponents of each term of A, which costs
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O(nTA logD) bit operations. Similarly, the cost of computing MoCont(B) and
MoPrim(B) is O(nTB logD). So the total cost is O(n(TA + TB) logD) bit opera-
tions. In Step 2, by Theorem 3.2, the complexity isO∼(nDTG(TA+TB) log2 1

ε log2 q)
bit operations. In Step 3, computing the GCD of two monomials is equivalent to
comparing the exponent of each xi of CA and CB , and the smaller one is the expo-
nent of the GCD about xi. So the cost is O(n logD) bit operations. In Step 4, to
compute the product, we can directly add the exponents of C ′ to the exponents of
all terms of G′, which requires O(nTG logD) bit operations.

�

4. Experimental results

In this section, the practical performance of our GCD algorithm for polynomials
over finite fields are given. We compare with the default implementation of the
GCD algorithm in Maple 2018. The data are collected on a desktop with Windows
system, 2.50GHz Core i5 processor and 8GB RAM memory. The codes can be
found in https://github.com/huangqiaolong/Maple-Codes-GCD.

To test the average running times of the algorithm, we use the Maple command
randpoly to construct five pairs of random co-prime polynomials A,B ∈ Fp[X] and
a polynomial G within the given terms bound and degree bound, then expand A ·G
and B · G and compute G = gcd(A · G,B · G) with our algorithm and the Maple
command Gcd(A,B) mod p. The average times are collected. In our testing,
we fix p = 10000019 and use the primitive element ω = 6. In our code, we do
not use the expansion of finite fields. A simple analysis shows that the success

rate is ≥ 1 − 86n2t2d2 min{tA,tB}+168(n+1)t2n2d2 min{tA,tB}
p , where tA := #(A · G),

tB = #(B ·G), t = #G and d is the partial degree bound of A ·G and B ·G.
Three benchmarks are used for the experiments and the results are given in

Figures 3-6, where the red lines are the timings of our algorithm and the black lines
are the timings of the Maple code.

Benchmark 1. For the first benchmark, we fix the degrees of A,B,G for n = 6,
degA = degB = degG = 30, and change #A = #B = #G = T from 2 to 152. The
computing times are shown in Figure 3, where we take 60 seconds as the threshold:
once exceeding 60 seconds, we terminate the computing. From this figure, we can
see that the Maple code can compute GCDs with terms up to 18 and our code can
compute GCDs with terms up to 150.

Benchmark 2. For the second benchmark, we fix the terms of A,B,G for
#A = #B = #G = 30, and the degrees of A,B,G for degA = degB = degG =
100, and change n from 1 to 200. The computing times are shown in Figure 4,
where the threshold is set to be 60 seconds. From this figure, we can see that the
Maple code can compute GCDs with numbers of variables up to 3 and our code
can compute GCDs with numbers of variables up to 200, so the new algorithm has
about 2-orders of magnitude improvement. The computing time of the Maple code
increases rapidly when n > 3 and is ≥ 600s for n ≥ 10.

Benchmark 3. For the third benchmark, we fix the terms of A,B,G for
n = 6, #A = #B = #G = 30, and change D = deg(A) = deg(B) = deg(G)
from 5 to 29525 in increments of 500. The computing times are shown in Fig-
ure 5, where the threshold is set to be 100 seconds. From this figure, we can
see that the Maple code can compute GCDs with degrees up to 23 and our code
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can compute GCDs with degrees up to 29525, so the new algorithm has about 3-
orders of magnitude improvement. In Figure 6, we give more details by changing
D = deg(A) = deg(B) = deg(G) from 5 to 14. Figure 6 shows that D = 8 is the
intersection point. When D < 8, the Maple code is better than ours, but when
D ≥ 8, our algorithm costs less and increase slowly until d = 29525. The timings
for the Maple code increase drastically after D ≥ 23. These experimental results
also validate the complexities in Table 2.

Figure 3. Average run-
ning time with varying
terms

Figure 4. Average
running time with
varying number of
variables

Figure 5. Average
running time with
varying degree: the
global picture for all
degrees

Figure 6. Average
running time with vary-
ing degree: the picture
with degrees ≤ 14

Remark 4.1. In our Maple code, in Step 2 of Algorithm 3.1, to isolate the maximum
term of A or B, we actually let N = 1, 2, 22, 23, . . . because the success rate of
isolation is very high in practice even if N is small. In Step 8, we actually let
T = 1, 2, 3, . . . and increase T by only 1 each time, as the cost of computing the
GCD of two univariate polynomials is more expensive than testing the Hankel
matrices.

5. Proof of Theorem 3.2

We first prove some lemmas.
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Lemma 5.1. Let A ∈ Fq[X], D = degA, and t = #A. If A contains all variables
xi’s, then Dt ≥ n.

Proof. Assume A = c1M1 + · · ·+ ctMt and each Mi contains ki different variables.
Then Dt ≥ k1 +k2 + · · ·+kt. As A contains all variables xi’s, k1 +k2 + · · ·+kt ≥ n.
So we have Dt ≥ n. �

Let H = ∆ · gcd(A(s,y), B(s,y)) defined in (3.2) have the form H = H`y
e` +

H`−1y
e`−1 +· · ·+H1y

e1 , where Hi ∈ Fq[X], e1 < e2 < · · · < e` and degHi ≤ D+nd.

Lemma 5.2. In Stage II, Algorithm 3.1 returns correct bounds Ti’s, which satisfy
#Hi ≤ Ti < 2#Hi, with probability ≥ 1− ε

2 .

Proof. We use −→σ to test the term bounds of all the coefficients of H w.r.t y. Assume
ti = #Hi and t = max{ti, i = 1, . . . , `}. Without loss of generality, consider H1.
We test if blog t1c+ 2 determinants are zero, whose orders are 20, 21, . . . , 2blog t1c+1.
Assume the corresponding determinants are DetHi, i = 0, 1, . . . , blog t1c + 1, by
[11], deg DetHi ≤ (2i)2(D + nd). The success of early termination is decided by
the selection of −→σ such that all DetHi(

−→σ ) 6= 0, i = 0, 1, . . . , blog t1c. Multiply all of

them into one polynomial Γ1 :=
∏blog t1c
i=0 DetHi, with degree ≤

∑blog t1c
i=0 22i(D +

nd) ≤ 4t21
3 (D + nd). For the same reason, for each Hi, there exists a non-zero

condition polynomial Γi, such that if Γi(
−→σ ) 6= 0. Then Step 9 returns a correct

term bound Ti for Hi. The degree of Γi ≤ 4t2i
3 (D + nd).

As the evaluations of Hi come from the images of GCD of F1 and F2, −→σ i, i =
1, 2 . . . , 4t should all be good points for F1 and F2.

Let R = resy(F1/ gcd(F1, F2), F2/ gcd(F1, F2)). Set L = LCy(F1) ·LCy(F2) ·R ∈
Fq[X]. As L is a non-zero polynomial, L(xi1, . . . , x

i
n) is also a non-zero polynomial.

So (σi1, . . . , σ
i
n) is a good point if (σ1, . . . , σn) is not a zero of L(xi1, . . . , x

i
n). Define

a non-zero polynomial

Lterm =

4t∏
i=1

L(xi1, . . . , x
i
n)

`−1∏
i=1

Γi.

So Step 9 returns term bounds Ti satisfying #Hi ≤ Ti < 2#Hi if −→σ satisfies
Lterm(−→σ ) 6= 0. By Lemma 2.6, degR ≤ 2‖s‖∞ degAdegB ≤ 2‖s‖∞D2, so
we have degL ≤ deg(LCy(A)) + deg(LCy(B)) + degR ≤ 2D + 2‖s‖∞D2. So

degL(xi1, . . . , x
i
n) ≤ i(2D + 2‖s‖∞D2), which implies deg

∏4t
i=1 L(xi1, . . . , x

i
n) ≤∑4t

i=1 i(2D+2‖s‖∞D2) = 2t(4t+1)(2D+2‖s‖∞D2). AsD ≤ nd and ` ≤ ‖s‖∞D+1,

we have degLterm ≤ 2t(4t+1)(2D+2‖s‖∞D2)+ 4t2

3 (D+nd)(`−1) ≤ 2t(4t+1)(2D+

2‖s‖∞D2) + 4t2

3 (D + nd)‖s‖∞D < 43n2t2d2‖s‖∞. Since t ≤ (d+ 1)n, degLterm <

43(d + 1)2nn2d2‖s‖∞. Since r ≥ log 1
ε+log 86+2n log(d+1)+2 log(nd)+log ‖s‖∞

log q , qr ≥
86
ε (d + 1)2nn2d2‖s‖∞. So by Lemma 2.4, Stage II returns correct term bounds

with probability

≥ 1− degLterm

qr − 1
≥ 1− 43(d+ 1)2nn2d2‖s‖∞ − 1

86
ε (d+ 1)2nn2d2‖s‖∞ − 1

≥ 1− ε

2
.

�

Lemma 5.3. In Stages III, IV, V and VI, if Ti ≥ #Gi, Algorithm 3.1 returns the
correct G = gcd(A,B), with probability ≥ 1− ε

2 .
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Proof. Once H =
∑`
i=1Hiy

ei is computed correctly in Stage V, we can obtain the
correct G = gcd(A,B). So we analyse the probability of obtaining correct Hj ’s in

Step 15. We will prove that H is diverse w.r.t. y by
−→
ζ and −→α is a good point.

In our algorithm, H should be diverse w.r.t. y. So a point
−→
ζ = (ζ1, . . . , ζn)

should be chosen, such that H1(
−→
ζ X), . . . ,H`−1(

−→
ζ X) are all diverse. Considering

H1 and assume that H1 = ∆ · (c1M1 + · · · + cuMu),
−→
ζ diversifying H1 means∏

i6=j(ciMi(
−→
ζ )− cjMj(

−→
ζ )) 6= 0. Set U1 =

∏
i 6=j(ciMi− cjMj). Then

−→
ζ diversifies

H1 if it is not a zero of U1. For the same reason, we can set polynomials U2,. . . ,U`−1
for H2, . . . ,H`−1 and set U = U1 · · ·U`−1. If U(

−→
ζ ) 6= 0, then the point

−→
ζ satisfies

our diversification condition. Estimate the degree bound of U ,

degU = degU1 + · · ·+ degU`−1 ≤
T (T − 1)

2
D(`− 1) ≤ T (T − 1)

2
D2‖s‖∞.

Now we evaluate the GCD in Step 13. Consider point (α1, . . . , αn). As F1 and F2

are diversified, consider the polynomialR−→
ζ

= resy(F̃1/ gcd(F̃1, F̃2), F̃2/ gcd(F̃1, F̃2)).

Set Q = LCy(F̃1) · LCy(F̃2) · R−→
ζ
∈ Fqm [X]. As Q is a non-zero polynomial,

Q(xi1, . . . , x
i
n) is also a non-zero polynomial. So (αi1, . . . , α

i
n) is a good point if

(α1, . . . , αn) is not a zero of Q(xi1, . . . , x
i
n). Clearly, Q(xi1, . . . , ω

ixik, . . . , x
i
n) is a

non-zero polynomial. For the same reason, (αi1, . . . , (αkω)i, . . . , αin) is a good point
if (α1, . . . , αn) is not a zero of Q(xi1, . . . , ω

ixik, . . . , x
i
n). Define a non-zero polyno-

mial

Qgood =

2T∏
i=1

Q(xi1, . . . , x
i
n)

n∏
k=1

2T∏
j=1

Q(xj1, . . . , x
j
kω

j , . . . , xjn).

So (α1, . . . , αn) is a 2T -ω good point for F̃1, F̃2 if and only if

Qgood(−→α ,
−→
ζ ) 6= 0.

If
−→
ζ are constants, then degR−→

ζ
≤ 2‖s‖∞ degAdegB ≤ 2‖s‖∞D2. Now regard

−→
ζ as variables. So degXR−→ζ ≤ 2‖s‖∞ degXA degXB ≤ 2‖s‖∞D2 and deg−→

ζ
R−→
ζ
≤

2‖s‖∞ deg−→
ζ
A deg−→

ζ
B ≤ 2‖s‖∞D2. We thus have degXQ ≤ degX(LCy(F̃1)) +

degXR + degX(LCy(F̃2)) ≤ 2D + 2‖s‖∞D2 and deg−→
ζ
Q ≤ deg−→

ζ
(LCy(F̃1)) +

deg−→
ζ

(LCy(F̃2)) + deg−→
ζ
R−→
ζ
≤ 2D + 2‖s‖∞D2. Then degQ(xi1, . . . , x

i
n) ≤ (2D +

2‖s‖∞D2) + i · (2D + 2‖s‖∞D2) = (2D + 2‖s‖∞D2)(i+ 1), which implies

deg
∏2T
i=1Q(xi1, . . . , x

i
n) ≤

∑2T
i=1(i+1)(2D+2‖s‖∞D2) = T (2T+3)(2D+2‖s‖∞D2).

So degQgood ≤ (n+ 1)T (2T + 3)(2D + 2‖s‖∞D2).
Now we turn to Stage V. The correctness of Hi comes from the correctness of the

interpolation. According to Assumption 2.16, as degHi ≤ D + nd, −→α should not

vanish a polynomial with degree≤ (n+1)T (T−1)
2 (D+nd)(`−1) ≤ (n+1)T (T−1)

2 (D+
nd)(‖s‖∞D). So the total degree of the three condition polynomials is < 21(n +

1)T 2n2d2‖s‖∞. As m ≥ log 1
ε+log 42+log(n+1)+2 log(ndT )

log q , qm ≥ 42
ε (n+1)T 2n2d2‖s‖∞.

By Lemma 2.4, if T is the upper bound of all #Hi’s and the interpolation computes
the correct polynomials with probability

≥ 1− 21(n+ 1)T 2n2d2‖s‖∞ − 1

qm − 1
≥ 1− ε

2
.
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�

We now prove (1) of Theorem 3.2.

Proof. By Lemma 5.2, Ti’s are upper bounds of Hi’s with probability ≥ 1− ε
2 . By

Lemma 5.3, if each Ti is an upper bound for #Hi, then the interpolation algorithm
computes the correct polynomials with probability 1− ε

2 . So totally, Algorithm 3.1

returns the correct polynomials with probability (1− ε
2 )2 ≥ 1− ε. The correctness

is proved.
We analyse the complexity. Here T is the upper bound of #Hi’s and TG =∑`
i=1 #Hi = #G
Stage I: In Step 2, randomly choosing a vector s costs O(n logN) bit opera-

tions. In Step 3, computing A(s,y), B(s,y) costs O∼(n(TA + TB)(log d+ logN)) bit
operations. By Theorem 2.10, s is a suitable vector for A or B with probability
≥ 1

2 , so the expected cost is O∼(n(TA + TB)(log d + logN)) bit operations. Since
N ∈ O(min{TA, TB}), the expected cost is O∼(n(TA + TB) log d) bit operations

Stage II: In Step 6, we compute F1(y,−→σ i) and F2(y,−→σ i). As the partial de-
gree of F1(y,−→σ i) is O(d‖s‖∞), the complexity is O∼(nTA log d log qr + TTA log qr)
bit operations. Plus the cost for F2(y,−→σ ), the total complexity is O∼(n(TA +
TB) log d log qr + T (TA + TB) log qr) bit operations. To compute the GCD of
F1(y,−→σ i) and F2(y,−→σ i), the complexity is O∼(TD‖s‖∞ log qr) bit operations. In
Step 8, to test the Hankel matrices, it costs O∼(T log qr) bit operations. So the com-
plexity is O∼(nT (TA+TB) log d log qr+T (TA+TB) log qr+TDmin{TA, TB} log qr)
bit operations.

Since qr is O( 1
εd

2nn2d2‖s‖∞), the complexity is O∼(n(TA + TB) logD(n log d+

log 1
ε ) log q + T (TA + TB)(n log d + log 1

ε ) log q + TDmin{TA, TB}(n + log 1
ε ) log q)

bit operations.
Stage III: In Step 12, the cost is O∼(n(TA + TB) log d log qm) bit operations.

Stage IV: In Step 13, we compute F̃1(y,−→α i), F̃2(y,−→α i), F̃1(y,−→α ik) and F̃2(y,−→α ik).
The complexity isO∼(nT (TA+TB) log d log qm) bit operations, which isO∼(nT (TA+
TB)(log 1

ε +log d) log d log q) bit operations. To compute the GCDs, the complexity

is O∼(nTD‖s‖∞ log qm) bit operations, which is O∼(nTDmin{TA, TB} log 1
ε log q)

bit operations.
Stage V: In Step 15, for each interpolation ofHi, as degxj

Hi ≤ 2d for any xj , j =

1, . . . , n and #Hi ≤ Ti, by Theorem 2.18, the cost is O∼(nTi log2 qm+nTi
√
d log q)

bit operations, which is O∼(nTi log2 d log2 1
ε log2 q+nTi

√
d log q) bit operations. So

the total complexity is O∼(nTG log2 d log2 1
ε log2 q + nTG

√
d log q) bit operations.

Shoup [15] presented an algorithm to construct an irreducible polynomial of de-
gree k over finite field Fq with an expected number of O∼(k2+k log q) operations in

Fq, which is O∼(k2 log q+k log2 q) bit operations. So the complexity for construct-

ing irreducible polynomials of degrees m and r is O∼(n2 log2(d‖s‖∞) log2 1
ε log q) bit

operations. Actually, by Lemma 5.1, nD(TA + TB) ≥ n2. So the total complexity
of our algorithm is O∼(nDTG(TA + TB) log2 1

ε log2 q) bit operations.
As in Step 1, we always let q > D. If q < D, we extend Fq to Fq′ with q′ > D.

Finding a new primitive root costs O(q′
1
4+ε) = O(D

1
4+ε) bit operations. So if

q ≤ D, we use q′ instead of q, the complexity is O∼(nDTG(TA+TB) log2 1
ε log2 q′+

n2 log2D log2 1
ε log q′) bit operations. As log q′ = logD, the cost is O∼(nDTG(TA+
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TB) log2 1
ε ) bit operations. So the cost is in O∼(nDTG(TA + TB) log2 1

ε log2 q) bit
operations. �

We now prove (2) of Theorem 3.2.

Proof. We consider the worst case. Double the terms bound T , as the bad points
for A(s,y) and B(s,y), T becomes O(dn), the complexity for wrong computing is at

most O∼(nDdn(TA + TB) log2 1
ε log2 q) bit operations. But it happens only with

probability ≤ ε. So the expected complexity is

O∼((1− ε)nDTG(TA + TB) log2 1

ε
log2 q + εnDdn(TA + TB) log2 1

ε
log2 q)

Now we choose ε = 1
nDdn(TA+TB) . Then the expected complexity isO∼(n3DTG(TA+

TB) log2 q) bit operations. �

6. Conclusion

In this paper, we proposed a new method for computing sparse GCDs of multi-
variate polynomials. Our algorithm works for polynomials over any finite field. We
map the multivariate polynomials into univariate ones which keeps the sparse struc-
ture. Then recover the target multivariate GCD via a variant of Ben-Or/Tiwari’s
interpolation algorithm over finite field. We also give the explicit bit complexity
for the algorithm, which is better than that of Zippel’s algorithm. The algorithm
is shown to be 1-3 orders of magnitude faster than the default Maple GCD codes
for various benchmarks.
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