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Abstract A complete reduction on a difference field is a linear operator that enables one
to decompose an element of the field as the sum of a summable part and a remainder
such that the given element is summable if and only if the remainder is equal to
zero. In this paper, we present a complete reduction in a tower of Σ∗-extensions that
turns to a new efficient framework for the parameterized telescoping problem. Special
instances of such Σ∗-extensions cover iterative sums such as the harmonic numbers
and generalized versions that arise, e.g., in combinatorics, computer science or particle
physics. Moreover, we illustrate how these new ideas can be used to reduce the depth
of the given sum and provide structural theorems that connect complete reductions to
Karr’s Fundamental Theorem of symbolic summation.
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1 Introduction

The telescoping problem is a fundamental paradigm in symbolic summation. Given
a sequence 𝑓 (𝑘) that belongs to some domain of sequences, decide constructively
whether there is a 𝑔(𝑘) in the same domain or a suitable extension such that

𝑓 (𝑘) = 𝑔(𝑘 + 1) − 𝑔(𝑘). (1)

If such a solution can be derived, one obtains the identity

𝑏∑︁
𝑘=𝑎

𝑓 (𝑘) = 𝑔(𝑏 + 1) − 𝑔(𝑎)

by choosing an appropriate non-negative integer 𝑎. The telescoping problem has been
solved for various classes of functions including rational functions [2], hypergeometric
terms[21, 31], and 𝑞-hypergeometric terms [27, 29]. Karr [22, 23] introduced so-
called ΠΣ∗-fields covering big classes of indefinite nested sums and products, and
provided an algorithm to solve the telescoping problem for a given 𝑓 (𝑘) that can be
defined in a ΠΣ∗-field. Later Karr’s algorithm was improved to refined (parameterized)
telescoping algorithms that can find sum representations with optimal nesting depth [39,
38, 42, 47] in ΠΣ∗-fields. Furthermore, the difference field setting has been generalized
to ring versions [43, 44] involving algebraic objects like (−1)𝑘 in which one can
represent any indefinite nested sums defined over (𝑞–)hypergeometric products fully
algorithmically. Since also the parameterized telescoping problem, a special case of
Zeilberger’s creative telescoping paradigm [49, 33, 30] and recurrence solving [4] can be
solved in such difference fields and rings, a flexible summation machinery implemented
in the Mathematica package Sigma is available for practical problem solving. For details
on all these refinements and improvements implemented in the Mathematica package
Sigma we refer to [37, 45].

An alternative method to handle the telescoping problem is to split the given sum-
mand into a summable part and a non-summable part which is minimal in some sense.
The given summand is summable if and only if the latter is zero. Such a decomposition
is called an additive decomposition. Additive decompositions are given for rational
functions [3, 28], hypergeometric terms and their 𝑞-analogues [15, 19] without solv-
ing any difference equations explicitly. They act as preprocessors in reduction-based
creative telescoping. Compared with Zeilberger’s algorithm [49, 50, 32] for computing
telescopers, reduction-based method can separate the computation of telescopers and
certificates. Since the size of certificates are much bigger than that of telescopers, this
may lead to significant speed-ups.

A refined construction of an additive decomposition can be given in terms of linear
algebra as follows [24, Definition 5.67].

Definition 1 Let 𝐶 be a field, 𝑉 a 𝐶-linear space and𝑈 a 𝐶-subspace of 𝑉 . A 𝐶-linear
operator 𝜙 : 𝑉 → 𝑉 is called a complete reduction for 𝑈 if 𝑓 − 𝜙( 𝑓 ) ∈ 𝑈 for all 𝑓 ∈ 𝑉
and ker(𝜙) = 𝑈.
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Note that 𝜙 induces the direct sum 𝑉 = 𝑈 ⊕ im(𝜙). In this way, a complete reduction
can be used to establish an additive decomposition [20, §1.2] by choosing appropri-
ate 𝐶-bases of 𝑈 and im(𝜙) where im(𝜙) contains the non-integrable/non-summable
contributions. However, additive decompositions (as mentioned above) are usually not
closed under addition, i.e., the set of minimal non-integrable/non-summable elements
do not form a subspace of 𝑉 . This refined construction appeared recently in symbolic
integration. More precisely, complete reductions have been developed for hyperexpo-
nential functions [7], algebraic functions [16, 13], fractions of differential polynomials
[9], Fuchsian D-finite functions [17] and D-finite functions [8, 48, 14]. Recently, in
order to compute elementary integrals effectively and discuss how to construct tele-
scopers for non-D-finite functions, complete reductions are constructed for derivatives
in exponential and primitive towers [20, 18].

A natural question is how these complete reductions can be carried over from the
differential case to the difference case, i.e., to a difference field (𝐹, 𝜎) where 𝐹 is a
field, 𝜎 : 𝐹 → 𝐹 is a field automorphism and 𝐶 = {𝑐 ∈ 𝐹 | 𝜎(𝑐) = 𝑐} is the field
of constants. In the following we denote {𝜎( 𝑓 ) − 𝑓 | 𝑓 ∈ 𝐹} by Δ(𝐹) which forms a
𝐶-linear subspace of 𝐹. So there is a complementary space 𝑅 such that 𝐹 = Δ(𝐹) ⊕ 𝑅
where 𝑅 contains the non-summable elements in 𝐹. Usually, 𝑅 is infinite-dimensional.
Hence, to obtain algorithmically a complete reduction 𝜙 : 𝐹 → 𝐹 for Δ(𝐹), we are
faced with two tasks:

(1) fix a complementary space 𝑅;
(2) develop an algorithm that solves the following problem: given 𝑓 ∈ 𝐹, find 𝑔 ∈ 𝐹

and 𝑟 ∈ 𝑅 such that 𝑓 = Δ(𝑔) + 𝑟 .

Suppose that we can construct such a complete reduction with (𝑔, 𝑟) ∈ 𝐹2 and can
interpret 𝑓 , 𝑟, 𝑔 as sequences 𝑓 (𝑘), 𝑟 (𝑘) and 𝑔(𝑘) in terms of summation objects. Then
this yields the refined telescoping equation

𝑓 (𝑘) = 𝑔(𝑘 + 1) − 𝑔(𝑘) + 𝑟 (𝑘). (2)

Hence summing this equation over 𝑘 from 𝑎 to 𝑏 yields

𝑏∑︁
𝑘=𝑎

𝑓 (𝑘) = 𝑔(𝑏 + 1) − 𝑔(𝑎) +
𝑏∑︁
𝑘=𝑎

𝑟 (𝑘). (3)

We note further that 𝑟 ∉ Δ(𝐹), i.e., the sum on the right-hand side of (2) is not summable
in 𝐹.

Some first steps related to this problem have been elaborated for ΠΣ∗-extensions
in [38, 47] where an additive decomposition (but not a complete reduction) has been
elaborated. There we could show that 𝑟 is an element in the smallest possible subfield
(w.r.t. the order of the generators producing the field 𝐹). Furthermore the degree of the
top-most generator on which 𝑟 depends is optimized. In this article we will substantially
improve and refine these constructions for difference fields (𝐹, 𝜎) that are built by a
tower of Σ∗-extensions. More precisely, we will provide a complete reduction method
that solves the telescoping problem and more generally the parameterized telescoping
algorithm in Σ∗-extensions, covering creative telescoping as a special case. Typical
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examples of such Σ∗-towers are difference fields generated by harmonic numbers and
their generalized harmonic sums [5, 1]. They play a key role in combinatorics[26, 46],
number theory [10, 30] and particle physics [6]. A key feature of our new reduction
based method is that one does not have to solve any linear difference equation by
denominator/degree boundings and rather involved linear system solving [22, 11, 33].
In particular, one finds not only optimal representations for 𝑟 in (3) w.r.t. degrees in the
top variable (as derived in [38]) but also optimal representations of the coefficients of
the polynomials given in the subfields. As a consequence, our advanced algorithm can
outperform the existing implementation of the summation package Sigma for various
classes of inputs concerning simplification and time complexity aspects.

The article is organized as follows. In Section 2, we present some basic notions related
to symbolic summation and review some dual techniques that are only relevant to linear
algebra, in preparation for the next two sections. The algorithmic construction of a
complete reduction for a given Σ∗-monomial (a generator of a Σ∗-extension modeling
an indefinite sum) is derived in Section 3. Applying these ideas iteratively (recursively)
yields an algorithmic approach to construct a complete reduction in a tower of Σ∗-
extensions in Section 4. We also compare our method with the built-in algorithm of
the Mathematica package Sigma, show that this new framework can be used to solve
the parameterized telescoping problem and relate complete reductions to reduced Σ∗-
extensions which play important roles in Karr’s structural theorem. A conclusion is
given in Section 5.

2 Preliminaries

Let Z− and N denote the sets of negative and nonnegative integers, respectively. For an
Abelian group (𝐺, +, 0), we set 𝐺× := 𝐺 \ {0}. Throughout the paper, all fields are of
characteristic zero. Let 𝐹 be a field and 𝑡 be an indeterminate over 𝐹. For 𝑝 ∈ 𝐹 [𝑡],
denote its leading coefficient and degree by lc𝑡 (𝑝) and deg𝑡 (𝑝), respectively. Note that
lc𝑡 (0) := 0 and deg𝑡 (0) := −∞. We say that 𝑝 is monic with respect to 𝑡 if lc𝑡 (𝑝) = 1. For
a rational function 𝑓 in 𝐹 (𝑡), we call 𝑎/𝑏 the reduced representation of 𝑓 if 𝑎, 𝑏 ∈ 𝐹 [𝑡]
with gcd(𝑎, 𝑏) = 1 and 𝑏 is monic with respect to 𝑡. Moreover, 𝑎 and 𝑏 are denoted
by num( 𝑓 ) and den( 𝑓 ), respectively. If deg𝑡 (num( 𝑓 )) < deg𝑡 (den( 𝑓 )), we say that 𝑓
is 𝑡-proper. In particular, 0 is 𝑡-proper. The set consisting of 𝑡-proper elements of 𝐹 (𝑡)
is a linear space over 𝐹, which is denoted by 𝐹 (𝑡) (𝑟 ) . Using polynomial division, each
element 𝑓 ∈ 𝐹 (𝑡) can be uniquely written as the sum of a polynomial in 𝑡 and a 𝑡-proper
element denoted by poly( 𝑓 ) and proper( 𝑓 ), respectively. Furthermore, we get the direct
sum

𝐹 (𝑡) = 𝐹 [𝑡] ⊕ 𝐹 (𝑡) (𝑟 ) (4)

of 𝐹-vector spaces.
If it turns to algorithms, we assume that a field 𝐹 is computable. This means that

the standard field operations in 𝐹 are computable (and thus one can apply the extended
Euclidean algorithm in 𝐹 [𝑡] and solve linear systems in 𝐹 (𝑡)). Furthermore, we assume
that one can factorize polynomials in 𝐸 [𝑥] over any multivariate rational function field
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extension 𝐸 = 𝐹 (𝑥1, . . . , 𝑥𝑟 ) of 𝐹. Note that with our definition a rational function field
𝐸 over 𝐹 is computable if 𝐹 is computable.

Let 𝜎 : 𝐹 → 𝐹 be a field automorphism. The pair (𝐹, 𝜎) is called a difference field.
We call 𝑐 ∈ 𝐹 a constant if 𝜎(𝑐) = 𝑐. The set of constants 𝐶𝐹 = {𝑐 ∈ 𝐹 | 𝜎(𝑐) = 𝑐}
forms a subfield of 𝐹, which is called the constant field of (𝐹, 𝜎). The forward shift
operator is defined by

Δ : 𝐹 −→ 𝐹

𝑓 ↦→ 𝜎( 𝑓 ) − 𝑓 (5)

which forms a 𝐶𝐹-linear map and satisfies for all 𝑓1, 𝑓2 ∈ 𝐹 the rule

Δ( 𝑓1 𝑓2) = 𝑓1Δ( 𝑓2) + Δ( 𝑓1) 𝑓2 + Δ( 𝑓1)Δ( 𝑓2). (6)

For a 𝐶𝐹-linear space 𝑆 ⊂ 𝐹 we define the summable space of 𝑆 by

Δ(𝑆) := {𝜎( 𝑓 ) − 𝑓 | 𝑓 ∈ 𝑆}

which is again a 𝐶𝐹-linear space.
We call a difference field (𝐹, 𝜎) computable if the field 𝐹 is computable and the

function 𝜎 : 𝐹 → 𝐹 is computable (i.e., can be executed by an algorithm).
Let (𝐹, 𝜎) and (𝐸, �̃�) be two difference fields. If 𝐹 is a subfield of 𝐸 and �̃� |𝐹 = 𝜎,

then (𝐸, �̃�) is called a difference field extension of (𝐹, 𝜎). To introduce Σ∗-extensions,
let 𝐹 (𝑡) be the rational function field extension of 𝐹, i.e., 𝑡 is transcendental over 𝐹.
Then for a given 𝑎 ∈ 𝐹, there is a unique difference field extension (𝐹 (𝑡), 𝜎) of (𝐹, 𝜎)
defined by 𝜎(𝑡) = 𝑡 + 𝑎.

Definition 2 (𝐹 (𝑡), 𝜎) as given above is called a Σ∗-extension of (𝐹, 𝜎) if the set of
constants remain unchanged, i.e, 𝐶𝐹 (𝑡 ) = 𝐶𝐹 . Then 𝑡 is also called a Σ∗-monomial over
(𝐹, 𝜎) (or in short over 𝐹).

We heavily rely on the following result [22]; for a proof see, e.g., [43].

Theorem 1 Let (𝐹 (𝑡), 𝜎) be a difference field extension of (𝐹, 𝜎) as given above. Then
𝑡 is a Σ∗-monomial over (𝐹, 𝜎), i.e., 𝐶𝐹 (𝑡 ) = 𝐶𝐹 if and only if Δ(𝑡) ∉ Δ(𝐹).

In the following, we recall some notions (and properties) for the polynomials 𝑝, 𝑞 ∈
𝐹 [𝑡] where 𝑡 is a Σ∗-monomial over (𝐹, 𝜎).

• If gcd(𝑝, 𝜎ℓ (𝑝)) = 1 for any nonzero integer ℓ, then it is said to be 𝜎-normal; com-
pare [12, Definition 2.2]. Note that each monic irreducible polynomial with positive
degree in 𝑡 is 𝜎-normal by [22]; for a proof see [11, Cor. 1] or [33, Lemma 2.2.4].

• 𝑓 =
𝑝

𝑞
in reduced representation is said to be 𝜎-simple if 𝑓 is 𝑡-proper and 𝑞 is

𝜎-normal.
• We say that 𝑝, 𝑞 ∈ 𝐹 [𝑡] are 𝜎-coprime if gcd(𝑝, 𝜎ℓ (𝑞)) = 1 for any nonzero

integer ℓ. Note that the product of two 𝜎-normal and 𝜎-coprime polynomials is
𝜎-normal.

• 𝑝 and 𝑞 are said to be 𝜎-equivalent if 𝑝 = 𝑐𝜎ℓ (𝑞) for some 𝑐 ∈ 𝐹× and ℓ ∈ Z. If this
is the case, we also write 𝑝 𝜎∼ 𝑞. Note that 𝜎∼ forms an equivalence relation. Further
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note that if 𝑝 and 𝑞 are 𝜎-equivalent and 𝑝, 𝑞 ∉ 𝐹 then ℓ ∈ Z and 𝑐 ∈ 𝐹× are unique:
suppose we find different ℓ1 and ℓ2 with 𝑐1, 𝑐2 ∈ 𝐹× such that 𝑝 = 𝑐1𝜎

ℓ1 (𝑞) and
𝑝 = 𝑐2𝜎

ℓ2 (𝑞). Then 𝜎ℓ1−ℓ2 (𝑞) = 𝜎−ℓ2 (𝑐2/𝑐1)𝑞 which is not possible by [11, Cor. 1]
(i.e., there does not exist an element 𝑓 ∈ 𝐹 [𝑡] \ 𝐹 with 𝑓 | 𝜎ℓ ( 𝑓 ) for some ℓ ∈ Z×).

Finally, we recall effective bases introduced in [18]. They will help us to construct a
complementary space of the given linear space in a dual manner in Sections 3 and 4.

Let 𝐾 be a field with a subfield 𝐸 , and Θ be an 𝐸-basis of 𝐾 . For every 𝜃 ∈ Θ, we
define the 𝐸-linear map 𝜃∗ : 𝐾 → 𝐸 given the linear extension of

𝜃∗ ( 𝑓 ) =


1, if 𝑓 = 𝜃,

0, if 𝑓 ∈ Θ and 𝑓 ≠ 𝜃.

Let 𝜃 ∈ Θ and 𝑎 ∈ 𝐾× . We call 𝜃 effective for 𝑎 if 𝜃∗ (𝑎) ≠ 0.

Definition 3 ([18]) The basis Θ is said to be effective if there are two algorithms:

(i) given 𝑎 ∈ 𝐾× , find 𝜃 ∈ Θ with 𝜃∗ (𝑎) ≠ 0 (i.e., 𝜃 is effective for 𝑎); and
(ii) given 𝜃 ∈ Θ and 𝑎 ∈ 𝐾× , compute 𝜃∗ (𝑎).

Let 𝐾 = 𝐹 (𝑡) be the field of rational functions in 𝑡 over the field 𝐹. Set 𝑇 ={
𝑡𝑖 | 𝑖 ∈ N

}
and 𝑀𝑡 to be the set consisting of all monic and irreducible polynomials

with positive degrees. By the irreducible partial fraction decomposition, we see that

Θ = 𝑇 ∪
{
𝑡𝑖

𝑞 𝑗
| 𝑞 ∈ 𝑀𝑡 , 0 ≤ 𝑖 < deg𝑡 (𝑞), 𝑗 ∈ Z+

}
(7)

is an 𝐹-basis of 𝐹 (𝑡), which is called the canonical 𝐹-basis of 𝐹 (𝑡). In our concrete
case Θ is effective with our assumption that 𝐹 is computable. More precisely, for the
first task, we will use a variant of Algorithm BasisElement from [18] which takes
care that 𝑡 appears in 𝜃 ∈ Θ if 𝑡 appears in 𝑎 ∈ 𝐹 (𝑡).

Algorithm BasisElementForSummation

Input: 𝑎 ∈ 𝐹 (𝑡)×

Output: (𝜃, 𝑐) ∈ Θ × 𝐹× with 𝑐 = 𝜃∗ (𝑎)

(1) 𝑝 ← poly(𝑎), 𝑟 ← proper(𝑎), 𝑑 ← den(𝑟)
(2) if 𝑝 ≠ 0 and deg𝑡 (𝑝) > 0 then return

(
𝑡deg𝑡 (𝑝) , lc𝑡 (𝑝)

)
end if

(3) if 𝑟 ≠ 0 then

𝑞 ← a factor of 𝑑 in 𝑀𝑡 , 𝑚 ← the multiplicity of 𝑞 in 𝑑
ℎ← the coefficient of 𝑞−𝑚 in the 𝑞-adic expansion of 𝑟
return

(
𝑡deg𝑡 (ℎ)/𝑞𝑚, lc𝑡 (ℎ)

)
end if

(4) return (1, 𝑝)
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We note that Algorithm BasisElementForSummation is nondeterministic and
choosing different 𝑞’s in 𝑑 lead to different outputs. In practice, we choose 𝑞 to be the
first member in the list of irreducible factors of 𝑑 computed by a factorization algorithm.

For the second task in Definition 3 we can use Algorithm 2.6 introduced in [18]; for
completeness we repeat it here.

Algorithm Coefficient

Input: (𝑏, 𝜃) ∈ 𝐹 (𝑡) × Θ
Output: 𝜃∗ (𝑏)

(1) 𝑝 ← poly(𝑏), 𝑟 ← proper(𝑏)
(2) Write 𝜃 = 𝑡𝑘/𝑞𝑚 for some 𝑘, 𝑚 ∈ N, 𝑞 ∈ 𝑀𝑡 , gcd(𝑡, 𝑞) = 1
(3) if 𝑚 = 0 then return the coefficient of 𝑡𝑘 in 𝑝 end if
(4) ℎ← the coefficient of 𝑞−𝑚 in the 𝑞-adic expansion of 𝑟
(5) return the coefficient of 𝑡𝑘 in ℎ

Both algorithms will be used in Section 4 below.

Example 1 Let 𝐸 = Q and

𝑓 =
3 − 𝑥2

𝑥2 + 3𝑥 + 2
∈ 𝐸 (𝑥).

By the irreducible partial fraction decomposition, we have

𝑓 = −1 + 2
𝑥 + 1

+ 1
𝑥 + 2

.

Note that poly( 𝑓 ) ∈ 𝐸 and proper( 𝑓 ) ≠ 0. So both 1/(𝑥+1) and 1/(𝑥+2) can be chosen
as basis elements of 𝑓 . If we take 𝜃 = 1/(𝑥 + 1), then 𝜃∗ ( 𝑓 ) = 2. Otherwise, if we take
𝑓 = 1/(𝑥 + 2), 𝜃∗ ( 𝑓 ) is equal to 1. So the function BasisElementForSummation( 𝑓 )
may return ( 1

𝑥+1 , 2) or ( 1
𝑥+2 , 1). In particular, we have Coefficient( 𝑓 , 1

𝑥+1 ) =

2, Coefficient( 𝑓 , 1
𝑥+2 ) = 1. An other example is Coefficient( 𝑓 , 𝑥) = 0 or

Coefficient( 𝑓 , 1) = −1.

Let 𝐹𝑛 = 𝐹0 (𝑡1, 𝑡2, · · · , 𝑡𝑛) be a field of multivariate rational functions with respect
to 𝑡1, · · · , 𝑡𝑛 and let 𝐶 be a subfield of 𝐹0 (later 𝐶 will take over the role of the constant
field). For each 𝑖 with 0 ≤ 𝑖 ≤ 𝑒, set 𝐹𝑖 = 𝐹𝑖−1 (𝑡𝑖). Let Θ𝑖 be the 𝐹𝑖−1-canonical basis
of 𝐹𝑖 (given in (7) with 𝐹 = 𝐹𝑖−1 and 𝑡 = 𝑡𝑖) and let Θ0 be a 𝐶-basis of 𝐹0. It follows
that

Ξ = {𝜃0𝜃1 · · · 𝜃𝑛 | 𝜃𝑖 ∈ Θ𝑖} (8)

is a 𝐶-basis of 𝐹𝑛, which is called the Θ0-canonical basis of 𝐹𝑛. Here we define for
𝜃 = 𝜃0𝜃1 · · · 𝜃𝑛 ∈ Ξ the 𝐶-linear map 𝜃∗ : 𝐹𝑛 → 𝐶 by 𝜃∗ = 𝜃∗0 ◦ · · · ◦ 𝜃

∗
𝑛−1 ◦ 𝜃

∗
𝑛. For

𝑓 ∈ 𝐹𝑛, we define the indicator of 𝑓 to be

ind𝑛 ( 𝑓 ) = min{0 ≤ 𝑖 ≤ 𝑛 | 𝑓 ∈ 𝐹𝑖}.

Note that any 𝑓 ∈ 𝐹𝑛 can be written in the form 𝑓 =
∑
𝜉𝑖∈Ξ 𝑒𝑖𝜉𝑖 with 𝑒𝑖 ∈ 𝐶 in the

Θ0-canonical basis Ξ. As a consequence,
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ind𝑛 ( 𝑓 ) = max{ind𝑛 (𝜉𝑖) | 𝑒𝑖 ≠ 0}. (9)

Lemma 1 Let 𝐹𝑛 be the rational function field over 𝐹0 as introduced above, let Θ0 be
a 𝐶-basis of 𝐹0 and take the Θ0-canonical basis Ξ of 𝐹𝑛 given in (8). Then for any
𝑓 ∈ 𝐹×𝑛 there is an effective 𝜃 ∈ Ξ for 𝑓 with ind𝑛 ( 𝑓 ) = ind𝑛 (𝜃). In particular, if 𝐹0 is
computable and Θ0 is effective, Ξ is effective and one can compute such a 𝜃 ∈ Ξ for 𝑓
together with 𝑐 = 𝜃∗ ( 𝑓 ) ∈ 𝐶.

Proof. Let 𝑓 ∈ 𝐹×𝑛 and define 𝑘 = ind𝑛 ( 𝑓 ). We show the lemma by induction (re-
cursion). If 𝑘 = 0 then 𝑓 ∈ 𝐹×0 and we can write 𝑓 as a linear combination in the
basis Θ0. Then take any 𝜃 ∈ 𝐹0 that appears in this linear combination with the coef-
ficient 𝑐 ∈ 𝐶× . Note that 𝜃 ∈ 𝐹0 and thus ind𝑛 ( 𝑓 ) = 0 = ind𝑛 (𝜃). If the basis Θ0 is
effective, such a 𝜃 and 𝑐 can be computed which completes the base case. If 𝑘 ≥ 1 it
follows by the constructions in Algorithm BasisElementForSummation applied to 𝑓

and 𝐹𝑘−1 (𝑡𝑘) (without claiming that one can compute the steps explicitly) that there are
𝜃 ∈ Θ given in (7) (with 𝐹 = 𝐹𝑘 and 𝑡 = 𝑡𝑘) and 𝑐 ∈ 𝐹𝑘−1 with 𝜃∗ ( 𝑓 ) = 𝑐 ∈ 𝐹×

𝑘−1.
Note that Algorithm BasisElementForSummation can be executed if 𝐹0 (and thus
𝐹𝑘−1) is computable. By construction 𝑐 ∈ 𝐹𝑘−1 and in the 𝐹𝑘−1-basis Θ𝑘 the element
𝜃 ∈ Θ𝑘 occurs with the coefficient 𝑐 ∈ 𝐹×

𝑘−1. So by the induction assumption there
exists an effective 𝜃′ ∈ Ξ of 𝑐 with 𝜃′∗ (𝑐) ∈ 𝐶×; in particular, they can be computed
if 𝐹0 is computable. Thus in the representation of 𝑓 in the 𝐶-basis Ξ the coefficient of
the basis element 𝜃 = 𝜃′ 𝜃 is 𝑐′, i.e., 𝜃∗ ( 𝑓 ) = 𝜃′∗ (𝜃∗ ( 𝑓 )) = 𝜃′∗ (𝑐) = 𝑐′. By construction
ind𝑛 (𝜃) = ind𝑛 (𝜃′𝜃) = ind𝑛 (𝜃) = 𝑘 , which proves the lemma. ⊓⊔

3 Complete Reductions in a 𝚺∗-extension

We start with the following definition.

Definition 4 Let (𝐹, 𝜎) be a difference field with constant field 𝐶. We call (𝑔, 𝑟) ∈ 𝐹2

a Σ-pair of 𝑓 ∈ 𝐹 if 𝑓 = Δ(𝑔) + 𝑟 . Let 𝑉 be a 𝐶-subspace of 𝐹 such that Δ(𝑉) ⊂ 𝑉
and let 𝜙 : 𝑉 → 𝑉 be a complete reduction for Δ(𝑉) on 𝑉 (see Definition 1). In short,
we will also say that 𝜙 is a complete reduction of Δ(𝑉) on 𝑉 . Furthermore, we say that
𝑉 is 𝜙-computable, if there is an algorithm which computes for given 𝑓 ∈ 𝑉 a Σ-pair
(𝑔, 𝜙( 𝑓 )) ∈ 𝑉2 of 𝑓 , i.e.,

𝑓 = Δ(𝑔) + 𝜙( 𝑓 ).

We call 𝜙( 𝑓 ) the 𝜙-remainder (or non-summable part w.r.t. 𝜙) of 𝑓 in 𝐹. If 𝑉 = 𝐹 is
𝜙-computable, we also say that (𝐹, 𝜎) is 𝜙-computable.

Throughout this article we exploit the property that a complete reduction 𝜙 is idem-
potent: for all 𝑓 ∈ 𝑉 , 𝜙(𝜙( 𝑓 )) = 𝜙( 𝑓 ). Before we present algorithms to compute a
complete reduction for a Σ∗-monomial (and later for a tower of such extensions), we
start with the following motivation in the context of additive decompositions. Suppose
that we succeed in computing a Σ-pair (𝑔, 𝑟) for 𝑓 ∈ 𝐹 in a given difference field
(𝐹, 𝜎) with 𝑟 = 𝜙( 𝑓 ) w.r.t. a complete reduction 𝜙 of Δ(𝐹). Reinterpreting 𝑓 , 𝑓 ′ and
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𝑔 as sequences 𝑓 (𝑘), 𝑓 ′ (𝑘) and 𝑔(𝑘) in terms of summation objects, one gets (2) and
summing this equation 𝑘 from 𝑎 to 𝑏 yields (3). Since 𝑟 = 𝜙( 𝑓 ) ∉ Δ(𝐹), the sum on
the left-hand side of (3) is not summable in 𝐹. This relation can be also connected to
the following corollary.

Corollary 1 Let (𝐹, 𝜎) be a difference field and 𝜙 be a complete reduction of Δ(𝐹)
on 𝐹. Let (𝐹 (𝑡), 𝜎) be the difference field extension of (𝐹, 𝜎) with 𝑡 transcendental
over 𝐹 andΔ(𝑡) = 𝑓 ∈ 𝐹× . Then 𝑡 is a Σ∗-monomial over (𝐹, 𝜎) if and only if 𝜙( 𝑓 ) ≠ 0.
If this is the case, there exists also a Σ∗-monomial 𝑠 over (𝐹, 𝜎) with Δ(𝑠) = 𝜙( 𝑓 ).
Proof. Note that 𝜙( 𝑓 ) ∉ Δ(𝐹) and thus 𝜙(𝐹) ∩ Δ(𝐹) = {0}. Thus both statements
follow by Theorem 1. ⊓⊔

Loosely speaking, the sum on the left-hand side (3) establishes a Σ∗-monomial 𝑡
over (𝐹, 𝜎) with Δ(𝑡) = 𝑓 if and only if the sum on the right-hand side is represented
by a Σ∗-monomial 𝑠 over (𝐹, 𝜎) with Δ(𝑠) = 𝑟 . Since 𝑟 is usually simpler than the
given 𝑓 ∈ 𝐹× , the Σ∗-monomial 𝑠 turns out to be more suitable for the design of an
appropriate tower of Σ∗-extensions; these aspects will be explored further in Section 4.3
below.

In the following, we let (𝐹, 𝜎) be a difference field with constant field 𝐶 and 𝑡 be a
Σ∗ monomial over 𝐹 with Δ(𝑡) = 𝑎 ∈ 𝐹. In addition, we assume that
1. (𝐹, 𝜎) is computable and 𝜙-computable for an explicitly given complete reduction
𝜙 : 𝐹 → 𝐹 for Δ(𝐹);

2. 𝐹 has an effective 𝐶-basis Θ;
3. one can solve the shift-problem in 𝐹 [𝑡]; see Problem SE below.
With these algorithmic assumptions we will show in Theorem 2 below that (𝐹 (𝑡), 𝜎) is
𝜙′-computable for an explicitly given complete reduction 𝜙′ : 𝐹 (𝑡) → 𝐹 (𝑡) forΔ(𝐹 (𝑡)).
More precisely, we will decompose 𝐹 (𝑡) to the direct sum (4) with the proper rational
part 𝐹 (𝑡) (𝑟 ) and the polynomial part 𝐹 [𝑡] utilizing the following property.

Lemma 2 Δ(𝐹 [𝑡]) and Δ(𝐹 (𝑡) (𝑟 ) ) are 𝐶-subspaces of 𝐹 [𝑡] and 𝐹 (𝑡) (𝑟 ) , respectively.

Proof. Since 𝜎(𝑡) = 𝑡 + 𝑎 with 𝑎 ∈ 𝐹, 𝜎 preserves the degree of every polynomial in 𝑡,
we have Δ(𝐹 [𝑡]) ⊂ 𝐹 [𝑡] and Δ(𝐹 (𝑡) (𝑟 ) ) ⊂ 𝐹 (𝑡) (𝑟 ) . Since Δ(𝐹 [𝑡]) and Δ(𝐹 (𝑡) (𝑟 ) ) are
closed under addition and multiplication with elements of 𝐶, they form subspaces of
𝐹 [𝑡] and 𝐹 (𝑡) (𝑟 ) , respectively. ⊓⊔

We will construct complete reductions for Δ(𝐹 (𝑡) (𝑟 ) ) on 𝐹 (𝑡) (𝑟 ) and for Δ(𝐹 [𝑡]) on
Δ(𝐹 [𝑡]) in Sections 3.1 and 3.2, respectively. Combining them, a complete reduction
for Δ(𝐹 (𝑡)) on 𝐹 (𝑡) is given in Section 3.3.

3.1 A complete reduction for proper rational functions

In this subsection, we generalize the additive decomposition [3] of proper rational
functions in 𝐶 (𝑥) with 𝜎(𝑥) = 𝑥 + 1 to general Σ∗-extensions. Here we will streamline
and adapt the additive decomposition given in [38] to obtain a complete reduction.
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We start with the following observation; the result follows immediately by [11,
Cor. 4]; see also [38, Lemma 5.1].

Lemma 3 Let ℎ ∈ 𝐹 (𝑡) (𝑟 ) be 𝜎-simple and assume that ℎ ∈ Δ(𝐹 (𝑡)). Then ℎ = 0.

The above lemma suggests to reduce proper rational functions to alternative repre-
sentations where the denominator is 𝜎-normal. Here we will use the following lemma;
compare [38, Theorem 5.1(i)].

Lemma 4 Let 𝑣, 𝑝 ∈ 𝐹 [𝑡] with deg𝑡 (𝑣) < deg𝑡 (𝑝) and ℓ ∈ Z. Then there exists a
𝑔 ∈ 𝐹 (𝑡) (𝑟 ) such that

𝑣

𝜎ℓ (𝑝)
= Δ(𝑔) + 𝜎

−ℓ (𝑣)
𝑝

.

Proof. If ℓ ≥ 0, we take 𝑔 =
∑ℓ
𝑖=1

𝜎−𝑖 (𝑣)
𝜎ℓ−𝑖 (𝑝) . Otherwise, if 𝑙 < 0, we take 𝑔 to be∑−ℓ−1

𝑖=0 −
𝜎𝑖 (𝑣)
𝜎ℓ+𝑖 (𝑝) . The desired result follows by a simple check. ⊓⊔

Note that two monic irreducible polynomials 𝑝, 𝑞 ∈ 𝐹 [𝑡] are 𝜎-equivalent (i.e.,
𝑝
𝜎∼ 𝑞) if there is a unique 𝑘 ∈ Z such that 𝜎𝑘 (𝑝) = 𝑞. To turn our constructions below

to algorithmic versions, we assume that this 𝑘 , in case it exists, can be computed.

Problem SE (Shift Equivalence) in 𝐹 [𝑡]. Given a Σ∗-monomial 𝑡 over (𝐹, 𝜎)
and irreducible monic polynomials 𝑝, 𝑞 ∈ 𝐹 [𝑡]. Decide if 𝑝 and 𝑞 are shift-equivalent.
If yes, return the unique 𝑘 ∈ Z such that 𝜎𝑘 (𝑝) = 𝑞.

Using this 𝜎-equivalence, one can now refine a complete factorization

𝑓 = 𝑓
𝑛1
1 𝑓

𝑛2
2 . . . 𝑓 𝑛𝑟𝑟

with monic irreducible pairwise coprime polynomials 𝑓𝑖 ∈ 𝐹 [𝑡] and 𝑛𝑖 ∈ N× . Namely,
one may pick among 𝑓1, . . . , 𝑓𝑟 a subset 𝑇 = {𝑝1, . . . , 𝑝𝑠} which are pairwise 𝜎-
coprime and where all other irreducible factors in 𝑓 are 𝜎-equivalent to 𝑇 . This will
lead to Karr’s 𝜎-factorization [22, Definition 23]:

𝑓 =

𝑣1∏
𝑗=𝑢1

𝜎 𝑗 (𝑝1)𝑚1, 𝑗 · · ·
𝑣𝑠∏
𝑗=𝑢𝑠

𝜎 𝑗 (𝑝𝑠)𝑚𝑠, 𝑗 (10)

with 𝑚𝑖, 𝑗 ∈ N. Note that such a 𝜎-factorization can be computed explicitly if 𝐹
is computable and one can solve Problem SE in 𝐹 [𝑡]. We further remark that this
construction is closely related to the greatest factorial factorization introduced in [28].

For convenience, we will introduce the following notation. Let 𝑝 be a nonzero
polynomial in 𝐹 [𝑡] and 𝛼 =

∑𝑣
𝑖=𝑢 𝑚𝑖𝜎

𝑖 ∈ N[𝜎, 𝜎−1], we write

𝑝𝛼 :=
𝑣∏
𝑖=𝑢

𝜎𝑖 (𝑝)𝑚𝑖

where 𝛼 is called the 𝜎-exponent of 𝑝. Then we can write (10) in the compact form
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𝑓 = 𝑝
𝛼1
1 𝑝

𝛼2
2 · · · 𝑝

𝛼𝑠
𝑠 , (11)

where 𝛼𝑖 =
∑𝑣𝑖
𝑗=𝑢𝑖

𝑚𝑖, 𝑗𝜎
𝑗 ∈ N[𝜎, 𝜎−1].

We remark that the 𝜎-factorization is unique up to 𝜎-equivalent factors in
{𝑝1, . . . , 𝑝𝑠}. E.g., taking {𝑞1, . . . , 𝑞𝑟 } with 𝑞𝑖 = 𝜎−𝑙𝑖 (𝑝𝑖) with 𝑙𝑖 ∈ Z, one gets

𝑓 = 𝑞
𝛽1
1 𝑞

𝛽2
2 · · · 𝑞

𝛽𝑠
𝑠

with 𝛽𝑖 = 𝜎𝑙𝑖 · 𝛼𝑖 :=
∑𝑣𝑖
𝑗=𝑢𝑖

𝑚𝑖, 𝑗𝜎
𝑗+𝑙𝑖 ∈ N[𝜎, 𝜎−1].

In our construction below it will be essential that also the elements for 𝑇 are fixed.
To accomplish this task, we let 𝑀𝑡 to be the set consisting of all monic irreducible
polynomials with positive degrees in 𝐹 [𝑡] and fix a set 𝑆 ⊂ 𝑀𝑡 of representatives of the
equivalence classes induced by 𝜎∼. It follows that elements in 𝑆 are pairwise 𝜎-coprime
and for any 𝑞 ∈ 𝑀𝑡 there is a unique 𝑘 ∈ Z and 𝑝 ∈ 𝑆 such that 𝜎𝑘 (𝑝) = 𝑞. In particular,
any 𝜎-factorization of 𝑓 ∈ 𝐹 [𝑡] can be given in the form (11) where 𝑝1, . . . , 𝑝𝑟 ∈ 𝑆.

With this preparation we define the set of quotients whose denominators are built by
factors of 𝑆:

𝑈𝑆 :=

{
𝑎

𝑝
𝑚1
1 · · · 𝑝

𝑚ℓ

ℓ

∈ 𝐹 (𝑡) (𝑟 ) | 𝑝𝑖 ∈ 𝑆 and 𝑚𝑖 ∈ N
}
. (12)

Note that each element in𝑈𝑆 is 𝜎-simple, i.e., the denominators are 𝜎-normal. Further-
more, we observe that 𝑈𝑆 is a 𝐶-linear space because any finite product of 𝜎-normal
polynomials that are mutually 𝜎-coprime is still 𝜎-normal. We can now state the fol-
lowing result; compare [38, Thm. 5.1].

Proposition 1 We have
𝐹 (𝑡) (𝑟 ) = Δ(𝐹 (𝑡) (𝑟 ) ) ⊕ 𝑈𝑆 .

In particular, for any 𝑓 ∈ 𝐹 (𝑡) (𝑟 ) , there exist 𝑔 ∈ 𝐹 (𝑡) (𝑟 ) and ℎ ∈ 𝑈𝑆 with
deg𝑡 (den(ℎ)) ≤ deg𝑡 (den( 𝑓 )) such that

𝑓 = Δ(𝑔) + ℎ, (13)

and there is a complete reduction 𝜙𝑆 for Δ(𝐹 (𝑡) (𝑟 ) ) on 𝐹 (𝑡) (𝑟 ) with 𝜙𝑆 ( 𝑓 ) = ℎ.
If (𝐹, 𝜎) is computable and one can solve Problem SE in 𝐹 [𝑡], such 𝑔 and ℎ can be
computed and 𝐹 (𝑡) (𝑟 ) is 𝜙𝑆-computable.

Proof. Let (11) be a 𝜎-factorization of the denominator of 𝑓 ∈ 𝐹 (𝑡) (𝑟 ) with
𝑝1, . . . , 𝑝𝑠 ∈ 𝑆; as remarked above, it can be computed if one can solve Problem SE
in 𝐹 [𝑡]. Since 𝑡 is a Σ∗-monomial over 𝐹, all irreducible polynomials in 𝐹 [𝑡] are
𝜎-normal, which implies that 𝜎ℓ𝑖, 𝑗 (𝑝𝑚𝑖, 𝑗

𝑖
) are pairwise coprime for all 𝑖, 𝑗 . So by the

extended Euclidean algorithm,

𝑓 =

𝑠∑︁
𝑖=1

𝑣𝑖∑︁
𝑗=𝑢𝑖

𝑓𝑖, 𝑗 ,
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where 𝑓𝑖, 𝑗 = 𝑣𝑖, 𝑗/𝜎ℓ𝑖, 𝑗 (𝑝
𝑚𝑖, 𝑗

𝑖
) for some 𝑣𝑖, 𝑗 ∈ 𝐹 [𝑡] with deg𝑡 (𝑣𝑖, 𝑗 ) < 𝑚𝑖, 𝑗 deg𝑡 (𝑝𝑖).

Applying Lemma 4 to each 𝑓𝑖, 𝑗 , there is a 𝑔𝑖, 𝑗 ∈ 𝐹 (𝑡) (𝑟 ) such that

𝑓𝑖, 𝑗 = Δ
(
𝑔𝑖, 𝑗

)
+
𝜎−ℓ𝑖, 𝑗 (𝑣𝑖, 𝑗 )
𝑝𝑖
𝑚𝑖, 𝑗

.

Summing up all the equations, we obtain 𝑓 = Δ(𝑔) + ℎ for some 𝑔 ∈ 𝐹 (𝑡) (𝑟 ) and
ℎ ∈ 𝑈𝑆 with deg𝑡 (den(ℎ)) ≤ deg𝑡 (den( 𝑓 )). Furthermore, it implies that 𝐹 (𝑡) (𝑟 ) =
Δ(𝐹 (𝑡) (𝑟 ) )+𝑈𝑆 . It follows from Lemma 3 thatΔ(𝐹 ((𝑡) (𝑟 ) )∩𝑈𝑆 = {0}which establishes
the direct sum 𝐹 (𝑡) (𝑟 ) = Δ(𝐹 (𝑡) (𝑟 ) ) ⊕ 𝑈𝑆 . Summarizing, we get a complete reduction
𝜙𝑆 : 𝐹 (𝑡) (𝑟 ) → 𝐹 (𝑡) (𝑟 ) for Δ(𝐹 (𝑡) (𝑟 ) ) which maps 𝑓 to ℎ. Furthermore, if (𝐹, 𝜎) is
computable and one can solve Problem SE in 𝐹 [𝑡], such 𝑔 and ℎ can be computed and
thus : 𝐹 (𝑡) (𝑟 ) is 𝜙𝑆-computable. ⊓⊔

We remark that for (𝐶 (𝑥), 𝜎) with 𝜎(𝑥) = 𝑥 + 1 we have that 𝐶𝐶 (𝑥 ) = 𝐶, i.e., 𝑥 is a
Σ∗-monomial over 𝐶. Since Δ(𝐶 [𝑥]) = 𝐶 [𝑥], Proposition 1 leads to the following well
known special case [3].

Corollary 2 For the rational difference field (𝐶 (𝑥), 𝜎) with 𝜎(𝑥) = 𝑥 + 1 we have

𝐶 (𝑥) = Δ(𝐶 (𝑥)) ⊕ 𝑈𝑆 .

Remark 1 In general, one may fix the infinite set 𝑆 for 𝐹 [𝑡] a priori. More practically
oriented, one may start with 𝑆 = ∅ and adjoin stepwise new elements. More precisely,
if an irreducible monic factor 𝑞 ∈ 𝑀𝑡 arises in our constructions below, one checks if
there is a 𝑝 ∈ 𝑆 and 𝑘 ∈ Z with 𝜎𝑘 (𝑝) = 𝑞 by solving Problem SE. If this is not the
case, one adjoins 𝑝 to 𝑆 (or any other factor 𝜎𝑙 (𝑞) with ℓ ∈ Z) and proceeds.

The proof of Proposition 1 and Remark 1 lead to the following algorithm.

Algorithm ReductionForProperRationalFunctions

Input: a Σ∗-monomial 𝑡 over (𝐹, 𝜎) in which one can solve Problem SE; 𝑓 ∈ 𝐹 (𝑡) (𝑟 ) .
From outside accessible: a finite set 𝑆 ⊆ 𝑀𝑡 whose elements are pairwise 𝜎-coprime.
Output: (𝑔, ℎ) ∈ 𝐹 (𝑡) (𝑟 ) ×𝑈𝑆 such that (13) holds.

(1) Compute a 𝜎-factorization 𝑝𝛼1
1 · · · 𝑝

𝛼𝑠
𝑠 of den( 𝑓 ).

(2) for 𝑖 from 1 to 𝑠 do

Determine whether there exist 𝑝 ∈ 𝑆 and ℓ ∈ Z such that 𝑝𝑖 = 𝜎ℓ (𝑝)
If yes, update 𝑝𝑖 to be 𝑝, and 𝛼𝑖 to be 𝜎ℓ · 𝛼𝑖 , otherwise, append 𝑝𝑖 to 𝑆

end do

(3) Compute the partial fraction decomposition (using, e.g., the extended Euclidean
algorithm)

𝑓 =

𝑠∑︁
𝑖=1

𝑣𝑖∑︁
𝑗=𝑢𝑖

𝑓𝑖, 𝑗

where 𝑓𝑖, 𝑗 = 𝑣𝑖, 𝑗/𝜎ℓ𝑖, 𝑗 (𝑝
𝑚𝑖, 𝑗

𝑖
) with deg𝑡 (𝑣𝑖, 𝑗 ) < 𝑚𝑖, 𝑗 deg𝑡 (𝑝𝑖)
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(4) For each 𝑓𝑖, 𝑗 , apply Lemma 4 to find 𝑔𝑖, 𝑗 ∈ 𝐹 (𝑡) and �̃�𝑖, 𝑗 ∈ 𝐹 [𝑡] such that

𝑓𝑖, 𝑗 = Δ(𝑔𝑖, 𝑗 ) +
�̃�𝑖, 𝑗

𝑝
𝑚𝑖, 𝑗

𝑖

(5) 𝑔 ← ∑𝑠
𝑖=1

∑𝑣𝑖
𝑗=𝑢𝑖

𝑔𝑖, 𝑗 , ℎ←
∑𝑠
𝑖=1

∑𝑣𝑖
𝑗=𝑢𝑖

�̃�𝑖, 𝑗/𝑝
𝑚𝑖, 𝑗

𝑖

(6) return (𝑔, ℎ)

Example 2 Let 𝐹 = Q(𝑥) with the shift operator 𝜎(𝑥) = 𝑥 + 1 and 𝑡 be a Σ∗-monomial
over 𝐹 with 𝜎(𝑡) = 𝑡 + 1/(𝑥 + 1) over (𝐹, 𝜎); note that 𝑡 models the harmonic numbers
𝐻𝑘 =

∑𝑘
𝑖=1

1
𝑖

with 𝐻𝑘+1 = 𝐻𝑘 + 1
𝑘+1 . Let

𝑓 = − 1
(𝑥 + 1)𝑡2 + 𝑡

∈ 𝐹 (𝑡) (𝑟 ) .

Executing ReductionForProperRationalFunctions(𝐹 (𝑡), 𝑓 ) with 𝑆 = ∅ we pro-
ceed as follows. We get num( 𝑓 ) = −1/(𝑥 + 1) and den( 𝑓 ) = 𝑡2 + 𝑡/(𝑥 + 1). Further we
compute a 𝜎-factorization, say 𝑡𝜎(𝑡), of den( 𝑓 ). Thus we set 𝑆 = {𝑡}. Next, we find the
partial fraction decomposition of 𝑓 as 1/𝑡 − 1/𝜎(𝑡). Applying Lemma 4 to 1/𝜎(𝑡) and
1/𝑡, we obtain 𝑓 = Δ(1/𝑡). Hence 𝑓 is summable in 𝐹 (𝑡) (𝑟 ) . In particular, we return
(𝑔, ℎ) = (1/𝑡, 0).

3.2 A complete reduction for polynomials

In Section 3.1 we have established a complete reduction for the subspace Δ(𝐹 (𝑡) (𝑟 ) )
summarized in Proposition 1. In this subsection we will focus on constructing algorith-
mically a𝐶-linear subspace𝑉 such that 𝐹 [𝑡] = Δ(𝐹 [𝑡]) ⊕𝑉 . This will yield the desired
result

𝐹 (𝑡) = im(Δ) ⊕ (𝑈𝑆 +𝑉).

Utilizing new techniques from [18](see, e.g., Section 3 therein) for differential fields
and extracting ideas from [38] (see, e.g., Lemma 4.3 therein) for difference fields we
will proceed as follows:

1. Construct an auxiliary subspace 𝐴 such that 𝐹 [𝑡] = Δ(𝐹 [𝑡]) + 𝐴.
2. Compute a basis of Δ(𝐹 [𝑡]) ∩ 𝐴.
3. Fix a complementary subspace of Δ(𝐹 [𝑡]) ∩ 𝐴 contained in 𝐴.

For step 1 we define the 𝐶-subspace

𝐴 =
⊕
𝑖∈N

im(𝜙) · 𝑡𝑖

of 𝐹 [𝑡] called the auxiliary subspace for Δ(𝐹 [𝑡]) in 𝐹 [𝑡].
The lemma given below reduces a polynomial in 𝐹 [𝑡] to 𝐴modulo Δ(𝐹 [𝑡]). In other

words, each coefficient of a polynomial in 𝐹 [𝑡] is reduced to a 𝜙-remainder.
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Proposition 2 We have
𝐹 [𝑡] = Δ(𝐹 [𝑡]) + 𝐴.

In particular, for 𝑝 ∈ 𝐹 [𝑡] with deg𝑡 (𝑝) = 𝑑, there exist 𝑞 ∈ 𝐹 [𝑡] with deg𝑡 (𝑞) ≤ 𝑑
and 𝑟 ∈ 𝐴 with deg𝑡 (𝑟) ≤ 𝑑 such that

𝑝 = Δ(𝑞) + 𝑟. (14)

If (𝐹, 𝜎) is computable and 𝜙-computable, such 𝑞 and 𝑟 can be computed.

Proof. We proceed by induction on 𝑑. If 𝑑 = 0, there are 𝑞 ∈ 𝐹 and 𝑟 ∈ im(𝜙) such
that 𝑝 = Δ(𝑞) + 𝑟 by assumption.

Assume that the proposition holds for 𝑑 − 1 with 𝑑 > 0. Set 𝑝𝑑 to be the leading
coefficient of 𝑝. By the assumption again, there is a Σ-pair (𝑞𝑑 , 𝑟𝑑) of 𝑝𝑑 with 𝑟𝑑 =

𝜙(𝑝𝑑). It follows from (6) that

Δ(𝑞𝑑𝑡𝑑) = Δ(𝑞𝑑)𝑡𝑑 + Δ(𝑞𝑑)Δ(𝑡𝑑) + 𝑞𝑑Δ(𝑡𝑑).

Note that Δ(𝑡𝑑) ∈ 𝐹 [𝑡] is of degree less than 𝑑 and Δ(𝑡) is a monic linear polynomial
in 𝑡. So Δ(𝑞𝑑𝑡𝑑) = Δ(𝑞𝑑)𝑡𝑑 + lower terms. Thus

𝑝 = 𝑝𝑑 𝑡
𝑑 + lower terms

= (Δ(𝑞𝑑) + 𝑟𝑑)𝑡𝑑 + lower terms

= Δ(𝑞𝑑)𝑡𝑑 + 𝑟𝑑𝑡𝑑 + lower terms

= Δ(𝑞𝑑𝑡𝑑) + 𝑟𝑑𝑡𝑑 + lower terms,

i.e., 𝑝 = Δ(𝑞𝑑𝑡𝑑) + 𝑟𝑑𝑡𝑑 + 𝑝 for some 𝑝 ∈ 𝐹 [𝑡] with deg𝑡 (𝑝) < 𝑑. By the induction
hypothesis, there are 𝑞 ∈ 𝐹 [𝑡] with deg𝑡 (𝑞) < 𝑑 and 𝑟 ∈ 𝐴 with deg𝑡 (𝑟) < 𝑑 such
that 𝑝 = Δ(𝑞) + 𝑟. Consequently, the conclusion follows by setting 𝑞 = 𝑞𝑑 𝑡

𝑑 + 𝑞 and
𝑟 = 𝑟𝑑 𝑡

𝑑 + 𝑟 , and observing that

Δ(𝑞)+𝑟 = Δ(𝑞𝑑 𝑡𝑑+𝑞)+𝑟𝑑 𝑡𝑑+𝑟 = Δ(𝑞𝑑 𝑡𝑑)+𝑟𝑑 𝑡𝑑+(Δ(𝑞)+𝑟) = Δ(𝑞𝑑 𝑡𝑑)+𝑟𝑑 𝑡𝑑+𝑝 = 𝑝.

In particular, if (𝐹, 𝜎) is computable and 𝜙-computable, the above construction can be
carried out explicitly. ⊓⊔

The underlying algorithm of Proposition 2 can be given as follows.

Algorithm AuxiliaryReduction

Input: a Σ∗-monomial 𝑡 over (𝐹, 𝜎) which is computable and 𝜙-computable, i.e.,
there is an algorithm CompleteReduction that computes Σ-pairs in (𝐹, 𝜎) w.r.t. 𝜙;
𝑝 ∈ 𝐹 [𝑡]
Output: (𝑞, 𝑟) ∈ 𝐹 [𝑡] × 𝐴 such that (14) holds

(1) 𝑝 ← 𝑝, 𝑞 ← 0, 𝑟 ← 0
(2) while 𝑝 ≠ 0 do

(𝑑, 𝑝𝑑) ← (deg𝑡 (𝑝), lc𝑡 (𝑝))
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compute a Σ-pair (𝑞𝑑 , 𝑟𝑑) of 𝑝𝑑 w.r.t. 𝜙 by executing
Algorithm CompleteReduction in (𝐹, 𝜎).
(𝑞, 𝑟) ← (𝑞 + 𝑞𝑑𝑡𝑑 , 𝑟 + 𝑟𝑑𝑡𝑑)
𝑝 ← 𝑝 − Δ(𝑞𝑑 𝑡𝑑) − 𝑟𝑑 𝑡𝑑

end do

(3) return (𝑞, 𝑟)

Example 3 Let 𝐹 and 𝑡 be given in Example 2. By Corollary 2, there is a complete
reduction 𝜙 for Δ(𝐹) on 𝐹, and

im(𝜙) =
{

𝑎

𝑝
𝑚1
1 · · · 𝑝

𝑚ℓ

ℓ

∈ Q(𝑥) (𝑟 ) | 𝑝𝑖 ∈ 𝑆0 and 𝑚𝑖 ∈ N
}
,

where 𝑆0 is a set of representatives of 𝜎∼ in Q[𝑥]. In particular, (Q(𝑥), 𝜎) is 𝜙-
computable. Here we suppose that 𝑥 ∈ 𝑆0, i.e., 𝑥 represents the class of all elements
that are 𝜎-equivalent to 𝑥. We apply the algorithm AuxiliaryReduction to

𝑝 = − 1
𝑥(1 + 𝑥) 𝑡

2 + 𝑥
2 + 4𝑥 + 1
𝑥(1 + 𝑥)2

𝑡 ∈ 𝐹 [𝑡]

and get

𝑞 =
𝑡2

𝑥
− 1
𝑥3 ∈ 𝐹 [𝑡] and 𝑟 =

𝑡

𝑥
− 1
𝑥3 ∈ 𝐴 (15)

such that 𝑝 = Δ(𝑞) + 𝑟.

We proceed with step 2 and are going to construct a 𝐶-basis of Δ(𝐹 (𝑡)) ∩ 𝐴.

Lemma 5 Let 0 ≠ 𝑝 ∈ Δ(𝐹 [𝑡]) ∩ 𝐴. Then lc𝑡 (𝑝) = 𝑐𝜙(Δ(𝑡)) for some 𝑐 ∈ 𝐶× .

Proof. Since 0 ≠ 𝑝 ∈ Δ(𝐹 [𝑡])× , there exists a 𝑞 ∈ 𝐹 [𝑡] such that 𝑝 = Δ(𝑞). Let
deg𝑡 (𝑝) = 𝑑 ≥ 0. Then deg𝑡 (𝑞) ≤ 𝑑 + 1 by [22, Theorem 14]. Write 𝑞 as 𝑞𝑑+1𝑡𝑑+1 +
· · · + 𝑞0, where 𝑞𝑖 ∈ 𝐹. By a straightforward computation, we have

𝑝 = Δ(𝑞𝑑+1)𝑡𝑑+1 + (Δ(𝑡) (𝑑 + 1)𝜎(𝑞𝑑+1) + Δ(𝑞𝑑))𝑡𝑑 + lower terms.

Furthermore, 𝑞𝑑+1 = 𝑐 for some 𝑐 ∈ 𝐶 because deg𝑡 (𝑝) = 𝑑. Note that lc𝑡 (𝑝) =
𝑐(𝑑 + 1)Δ(𝑡) + Δ(𝑞𝑑) ≠ 0. Since 𝑝 ∈ 𝐴, lc𝑡 (𝑝) ∈ im(𝜙). Applying 𝜙 to both sides and
using the fact that 𝜙 is idempotent it follows that

lc𝑡 (𝑝) = 𝜙(lc𝑡 (𝑝)) = 𝜙(𝑐(𝑑+1)Δ(𝑡)+Δ(𝑞𝑑)) = 𝑐(𝑑+1)𝜙(Δ(𝑡))+𝜙(Δ(𝑞𝑑)) = 𝑐𝜙(Δ(𝑡))

with 𝑐 = 𝑐(𝑑 + 1) ∈ 𝐶. Since lc𝑡 (𝑝) ≠ 0, 𝑐 ∈ 𝐶× . ⊓⊔

As it turns out, 𝜙(Δ(𝑡)) arising in Lemma 5 will be crucial. More precisely, we need
the following tuple.

Definition 5 A Σ-pair (𝑔𝑡 , 𝜙(Δ(𝑡))) ofΔ(𝑡) in 𝐹 is called a first pair associated to 𝐹 (𝑡).
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Note that such a first pair (𝑔𝑡 , 𝜙(Δ(𝑡))) associated to 𝐹 (𝑡) is not unique. More
precisely, also (𝑔𝑡 + 𝑐, 𝜙(Δ(𝑡))) with 𝑐 ∈ 𝐶 is a first pair. For the second component the
following property holds.

Lemma 6 𝜙(Δ(𝑡)) ∈ 𝐹× ∩ Δ(𝐹 [𝑡]).

Proof. By Theorem 1, Δ(𝑡) ∉ Δ(𝐹). Thus 𝜙(Δ(𝑡)) ∈ 𝐹× . Furthermore, Δ(𝑡) =

𝜙(Δ(𝑡)) + Δ(𝑔) for some 𝑔 ∈ 𝐹. Thus 𝜙(Δ(𝑡)) = Δ(𝑡 − 𝑔) and hence 𝜙(Δ(𝑡)) ∈
𝐹× ∩ Δ(𝐹 [𝑡]). ⊓⊔

With the help of a first pair, a 𝐶-basis of the intersection can be constructed. For this
task we start with the following lemma.

Proposition 3 Let (𝑔𝑡 , 𝜙(Δ(𝑡))) be a first pair associated to 𝐹 (𝑡). Then there exist

𝑤𝑖 =
𝑡𝑖+1

𝑖 + 1
− 𝑔𝑡 𝑡𝑖 + lower terms, 𝑖 ∈ N

such that 𝐵 := {Δ(𝑤𝑖) | 𝑖 ∈ N} is a 𝐶-basis of Δ(𝐹 [𝑡]) ∩ 𝐴. Moreover, deg𝑡 (Δ(𝑤𝑖)) = 𝑖
and the leading coefficient of Δ(𝑤𝑖) is 𝜙(Δ(𝑡)) for each 𝑖 ∈ N.

Proof. Recall that Δ(𝑡) = 𝜎(𝑡) − 𝑡 = 𝑎. For 𝑖 ∈ N, we have

Δ

(
𝑡𝑖+1

𝑖 + 1
− 𝑔𝑡 𝑡𝑖

)
=
(𝑡 + 𝑎)𝑖+1 − 𝑡𝑖+1

𝑖 + 1
− (𝜎(𝑔𝑡 ) (𝑡 + 𝑎)𝑖 − 𝑔𝑡 𝑡𝑖)

=
(𝑖 + 1)𝑎𝑡𝑖 + lower terms

𝑖 + 1
− ((𝜎(𝑔𝑡 ) − 𝑔𝑡 )𝑡𝑖 + lower terms)

= (Δ(𝑡) − Δ(𝑔𝑡 ))𝑡𝑖 + �̃�𝑖 for some �̃�𝑖 ∈ 𝐹 [𝑡] with deg𝑡 (�̃�𝑖) < 𝑖
= 𝜙(Δ(𝑡))𝑡𝑖 + �̃�𝑖 .

It follows from Proposition 2 that there exist a 𝑞𝑖 ∈ 𝐹 [𝑡] with deg𝑡 (𝑞𝑖) < 𝑖 and an
𝑟𝑖 ∈ 𝐴 with deg𝑡 (𝑟𝑖) < 𝑖 such that �̃�𝑖 = Δ(𝑞𝑖) + 𝑟𝑖 . So

Δ

(
𝑡𝑖+1

𝑖 + 1
− 𝑔𝑡 𝑡𝑖 − 𝑞𝑖

)
︸                  ︷︷                  ︸

𝑤𝑖

= 𝜙(Δ(𝑡))𝑡𝑖 + 𝑟𝑖 . (16)

By Lemma 6, 𝜙(Δ(𝑡))𝑡𝑖 ≠ 0. Thus deg(Δ(𝑤𝑖)) = 𝑖 and lc𝑡 (Δ(𝑤𝑖)) = 𝜙(Δ(𝑡)). Since
both 𝜙(Δ(𝑡))𝑡𝑖 and 𝑟𝑖 belong to 𝐴, we have Δ(𝑤𝑖) ∈ 𝐴. Thus 𝐵 = {Δ(𝑤𝑖) | 𝑖 ∈ N}
is contained in 𝐼 := Δ(𝐹 [𝑡]) ∩ 𝐴. Moreover, 𝐵 is a 𝐶-linear independent set because
Δ(𝑤𝑖) is of degree 𝑖 for each 𝑖 ∈ N. Finally, we will show that 𝐵 spans 𝐼. Assume that
𝑞 ∈ 𝐼 with 𝑞 ≠ 0. By Lemma 5, lc𝑡 (𝑞) = 𝑐𝜙(Δ(𝑡)) for some 𝑐 ∈ 𝐶× . Let 𝑑 = deg𝑡 (𝑞)
and 𝑞 = 𝑞 − 𝑐Δ(𝑤𝑑). Then 𝑞 ∈ 𝐼 with deg𝑡 (𝑞) < 𝑑. By induction on 𝑑, we conclude
that 𝑞 can be expressed as a 𝐶-linear combination of the elements in 𝐵. ⊓⊔

We call 𝐵 given in Proposition 3 an echelon basis of Δ(𝐹 [𝑡]) ∩ 𝐴 induced by a
first-pair (𝑔𝑡 , 𝜙(Δ(𝑡))). Furthermore, looking at the proof of Proposition 3 we obtain
the following algorithm to compute such an echelon basis.
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Algorithm EchelonBasis

Input: 𝑘 ∈ N; a Σ∗-monomial 𝑡 over (𝐹, 𝜎) which is computable and 𝜙-computable;
a first pair (𝑔𝑡 , 𝑣) with 𝑣 = 𝜙(Δ(𝑡)) associated to 𝐹 (𝑡)
Output: a list 𝐿 = [(𝑤0, 𝑏0), · · · , (𝑤𝑘 , 𝑏𝑘)], where 𝑏𝑖 = Δ(𝑤𝑖) and 𝑤𝑖 is given in (16)

(1)𝐿 ← [(𝑡 − 𝑔𝑡 , 𝑣)]
(2) for 𝑖 from 1 to 𝑘 do

𝑎 ← 𝑡𝑖+1/(𝑖 + 1) − 𝑔𝑡 𝑡𝑖 , �̃�← Δ(𝑎) − 𝑣 𝑡𝑖
(𝑞, 𝑟) ← AuxiliaryReduction(𝐹, �̃�)
(𝑤, 𝑏) ← (𝑎 − 𝑞, 𝑣𝑡𝑖 + 𝑟)
𝐿 ← the list obtained by appending (𝑤, 𝑏) to 𝐿

end do

(3) return 𝐿

Example 4 Let 𝐹 (𝑡) be the same as Example 2. A first pair associated to 𝐹 (𝑡) is ( 1
𝑥
, 1
𝑥
).

Applying the algorithm with this first pair and 𝑘 = 1 returns the first 2 elements of the
echelon basis of Δ(𝐹 [𝑡]) ∩ 𝐴:

𝑏0 =
1
𝑥

and 𝑏1 =
𝑡

𝑥
− 1

2𝑥2 .

The above algorithm also computes the corresponding pre-images:

𝑤0 = 𝑡 − 1
𝑥

and 𝑤1 =
𝑡2

2
− 𝑡
𝑥
+ 1

2𝑥2 .

In the last step we define a complementary space of Δ(𝐹 [𝑡]) to represent elements
in the desired decomposition. For this final step we introduce the following subspace of
𝐴. Here we suppose that Θ is a 𝐶-basis of 𝐹.

Definition 6 For 𝜃 ∈ Θ we define the 𝜃-complement of Δ(𝐹 [𝑡]) in 𝐹 [𝑡] by

𝑉𝜃 =
⊕
𝑖∈N
(im(𝜙) ∩ ker(𝜃∗))𝑡𝑖 ⊆ 𝐴. (17)

Proposition 4 Let 𝜃 ∈ Θ be effective for 𝜙(Δ(𝑡)) and let 𝑉𝜃 be the 𝜃-complement of
Δ(𝐹 [𝑡]) in 𝐹 [𝑡]. Then 𝐴 = (Δ(𝐹 [𝑡]) ∩ 𝐴) ⊕ 𝑉𝜃 and

𝐹 [𝑡] = Δ(𝐹 [𝑡]) ⊕ 𝑉𝜃 . (18)

In particular, for 𝑝 ∈ 𝐹 [𝑡] with deg𝑡 (𝑝) = 𝑑, there are 𝑞 ∈ 𝐹 [𝑡] and 𝑣 ∈ 𝑉𝜃 with
deg(𝑣) ≤ 𝑑 such that

𝑝 = Δ(𝑞) + 𝑣. (19)

Further, there is a complete-reduction 𝜙𝜃 for Δ(𝐹 [𝑡]) on 𝐹 [𝑡] with 𝜙𝜃 ( 𝑓 ) = 𝑣.
If (𝐹, 𝜎) is computable and 𝜙-computable, such 𝑞 and 𝑣 can be computed and 𝐹 [𝑡] is
𝜙𝜃 -computable.
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Proof. Let (𝑔𝑡 , 𝜙(Δ(𝑡))) be a first pair associated to 𝐹 (𝑡). First we show that 𝐴 =

(Δ(𝐹 [𝑡]) ∩ 𝐴) + 𝑉𝜃 . Since 𝑉𝜃 is contained in 𝐴, we have (Δ(𝐹 [𝑡]) ∩ 𝐴) + 𝑉𝜃 ⊂ 𝐴.
Conversely, let 𝑝 ∈ 𝐴 with 𝑝 ≠ 0. Write 𝑝 as 𝑝𝑑𝑡𝑑 + · · · + 𝑝0, where 𝑝𝑖 ∈ 𝐹 with
𝑝𝑑 ≠ 0. Let

𝐵 = {Δ(𝑤𝑖) | 𝑖 ∈ N} (20)

be the echelon basis induced by (𝑔𝑡 , 𝜙(Δ(𝑡))) of the intersection Δ(𝐹 [𝑡]) ∩ 𝐴 given in
Proposition 3. Set 𝑐 = 𝜃∗ (𝑝𝑑)/𝜃∗ (𝜙(Δ(𝑡))) ∈ 𝐶 and 𝑟 = 𝑝 − 𝑐Δ (𝑤𝑑) . Then

𝑟 = (𝑝𝑑 − 𝑐𝜙(Δ(𝑡))︸             ︷︷             ︸
=:𝑟𝑑

𝑡𝑑 + 𝑟

with 𝑟 ∈ 𝐹 [𝑡] where deg𝑡 (𝑟) < 𝑑. Note that 𝑝𝑑 , 𝜙(Δ(𝑡)) ∈ im(𝜙). So 𝑟𝑑 ∈ im(𝜙).
Furthermore

𝜃∗ (𝑟𝑑) = 𝜃∗ (𝑝𝑑) − 𝑐𝜃∗ (𝜙(Δ(𝑡))) = 𝜃∗ (𝑝𝑑) −
𝜃∗ (𝑝𝑑)

𝜃∗ (𝜙(Δ(𝑡))) 𝜃
∗ (𝜙(Δ(𝑡))) = 0.

Thus 𝑟𝑑 ∈ im(𝜙) ∩ ker(𝜃∗). On the other hand, 𝑟 ∈ 𝐴 because 𝑝,Δ (𝑤𝑑) , 𝑟𝑑𝑡𝑑 ∈ 𝐴.
The conclusion follows by induction on 𝑑. Namely, suppose that we get 𝑣′ ∈ 𝑉𝜃 and
𝑞′ ∈ 𝐹 [𝑡] such that 𝑟 = 𝑣′ + Δ(𝑞′) where Δ(𝑞′) ∈ 𝐴; for the base case 𝑟 = 0 this
holds trivially. Now define 𝑣 = 𝑟𝑑 𝑡𝑑 + 𝑣′ ∈ 𝐹 [𝑡] and 𝑞 = 𝑐 𝑤𝑑 + 𝑞′ ∈ 𝐹 [𝑡]. Note that
deg(𝑣) ≤ 𝑑 (𝑟𝑑 might be 0) and 𝑣 ∈ 𝑉𝜃 since 𝑟𝑑 ∈ im(𝜙) ∩ ker(𝜃∗) and 𝑣′ ∈ 𝑉𝜃 . Further
note that Δ(𝑞) ∈ 𝐴 since Δ(𝑞′),Δ(𝑤𝑑) ∈ 𝐴. Thus with

𝑣 + Δ(𝑞) = 𝑟𝑑 𝑡𝑑 + 𝑣′ + Δ(𝑐 𝑤𝑑 + 𝑞′)
= 𝑐 Δ(𝑤𝑑) + (𝑟𝑑 𝑡𝑑 + 𝑣′ + Δ(𝑞′))
= 𝑐 Δ(𝑤𝑑) + (𝑟𝑑 𝑡𝑑 + 𝑟)
= 𝑐 Δ(𝑤𝑑) + 𝑟 = 𝑝

we conclude that 𝑝 ∈ (Δ(𝐹 [𝑡]) ∩ 𝐴) +𝑉𝜃 .
Next, we prove (Δ(𝐹 [𝑡]) ∩ 𝐴) ∩ 𝑉𝜃 = {0}. Suppose the contrary and take 𝑝 ∈
(Δ(𝐹 [𝑡]) ∩ 𝐴) ∩𝑉𝜃 = Δ(𝐹 [𝑡]) ∩𝑉𝜃 with 𝑝 ≠ 0. Then 𝑝 ∈ Δ(𝐹 [𝑡]) ∩ 𝐴, which implies
that 𝑝 =

∑𝑑
𝑖=0 𝑐𝑖Δ(𝑤𝑖) for some 𝑐𝑖 ∈ 𝐶 with 𝑐𝑑 ≠ 0 by Proposition 3. Since 𝑝 ∈ 𝑉𝜃 ,

we have that lc𝑡 (𝑝) ∈ ker(𝜃∗) and thus 𝜃∗ (lc𝑡 (𝑝)) = 0. By Proposition 3 we have that
deg𝑡 (Δ(𝑤𝑑)) = 𝑑 and lc𝑡 (Δ(𝑤𝑑)) = 𝜙(Δ(𝑡)). So lc𝑡 (𝑝) = 𝑐𝑑 lc𝑡 (Δ(𝑤𝑑)) = 𝑐𝑑 𝜙(Δ(𝑡)).
Thus 𝜃∗ (lc𝑡 (𝑝)) = 𝑐𝑑 𝜃∗ (𝜙(Δ(𝑡))) ≠ 0 since 𝜃 is effective for 𝜙(Δ(𝑡)), a contradiction.
Thus (Δ(𝐹 [𝑡]) ∩ 𝐴) ∩𝑉𝜃 = {0} which implies that 𝐴 = (Δ(𝐹 [𝑡]) ∩ 𝐴) ⊕ 𝑉𝜃 .
By Proposition 2 and 𝐴 = (Δ(𝐹 [𝑡]) ∩ 𝐴) +𝑉𝜃 , we have 𝐹 [𝑡] = Δ(𝐹 [𝑡]) +𝑉𝜃 . Further-
more, Δ(𝐹 [𝑡]) ∩𝑉𝜃 ⊂ Δ(𝐹 [𝑡]) ∩𝑉𝜃 ∩ 𝐴 = {0} which implies the direct sum (18).
Now let 𝑝′ ∈ 𝐹 [𝑡] with deg𝑡 (𝑝′) = 𝑑. Then by Proposition 2 we get 𝑝 ∈ 𝐴 with
deg𝑡 (𝑝) ≤ 𝑑 and 𝑞′ ∈ 𝐹 [𝑡] such that 𝑝′ = Δ(𝑞′) + 𝑝. By the construction above we
obtain 𝑣 ∈ 𝑉𝜃 with deg𝑡 (𝑣) ≤ 𝑑 and 𝑞 ∈ 𝐹 [𝑡] such that 𝑝 = Δ(𝑞) + 𝑣. This gives
𝑝′ = Δ(𝑞′) + 𝑝 = Δ(𝑞′) +Δ(𝑞) + 𝑣 = Δ(𝑞) + 𝑣 with 𝑞 = 𝑞 + 𝑞′ ∈ 𝐹 [𝑡] which proves the
statement in (19).
If (𝐹, 𝜎) is computable and 𝜙-computable, the first pair (𝑔𝑡 , 𝜙(Δ(𝑡)) and the first 𝑑 + 1
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basis elements of the echelon basis 𝐵 induced by the first pair can be computed with
Algorithm EchelonBasis. Moreover, Algorithm AuxiliaryReduction is applicable
to compute 𝑝 and 𝑞′. Hence also the constructions for 𝑣 and 𝑞 can be carried out. We
refer to Algorithm ReductionForPolynomials for a detailed summary. ⊓⊔

For the construction above one has to fix (among different possible choices) an
effective 𝜃 ∈ Θ to define the 𝜃-complement𝑉𝜃 . This motivates the following definition.

Definition 7 Let 𝜃 ∈ Θ be effective for 𝜙(Δ(𝑡)) and 𝑐 = 𝜃∗ (𝜙(Δ(𝑡))) ∈ 𝐶× . Then (𝜃, 𝑐)
is called a second pair associated to 𝐹 (𝑡).

We remark that such a pair can be computed if Θ is effective by executing Algorithm
BasisElementForSummation. We note further that the proof of Proposition 4 is
independent of the choice of the first-pair (𝑔𝑡 + 𝑐, 𝜙(Δ(𝑡))) for some 𝑐 ∈ 𝐶. More
precisely, one might get another echelon basis (20) by using a different first pair.
However, the result of 𝑞 and 𝑣 is invariant of this choice: for any other Σ-pair (𝑞′, 𝑣′) ∈
𝐹 [𝑡] ×𝑉𝜃 of 𝑝 ∈ 𝐹 [𝑡] we have that 𝑣 = 𝑣′ and 𝑞 − 𝑞′ ∈ 𝐶. Later the above construction
will be applied several times for different inputs 𝑝 ∈ 𝐹 [𝑡]. For efficiency reasons we
will therefore also fix a first pair for a given Σ∗-monomial. In this way, we can reuse
the already derived basis elements from Algorithm EcholonBasis when we run again
in a problem to compute a complete reduction for Δ(𝐹 [𝑡]) on 𝐹 [𝑡] (coming, e.g., from
recursive calls).

Summarizing, we can extract from the proof of Proposition 4 the following algorithm
where we fix the first and second pairs associated to 𝐹 (𝑡) accordingly.

Algorithm ReductionForPolynomials

Input: aΣ∗-monomial 𝑡 over (𝐹, 𝜎)which is computable and 𝜙-computable; 𝑝 ∈ 𝐹 [𝑡].
From outside accessible: first and second pairs (𝑔𝑡 , 𝜙(Δ(𝑡))), (𝜃, 𝑐) associated to 𝐹 (𝑡).
Output: (𝑞, 𝑣) ∈ 𝐹 [𝑡] ×𝑉𝜃 such that 𝑝 = Δ(𝑞) + 𝑣

(1) (𝑞, 𝑟) ← AuxiliaryReduction(𝐹 (𝑡), 𝑝)
(2) 𝑣← 𝑟, 𝑑 ← deg𝑡 (𝑟)
(3) 𝐿 ← EchelonBasis(𝑑, 𝐹 (𝑡), (𝑔𝑡 , 𝜙(Δ(𝑡))))
(4) for 𝑖 from 𝑑 + 1 to 1 do

𝑎 ← the coefficient of 𝑡𝑖−1 in 𝑣, 𝑐 ← 𝜃∗ (𝑎)
(𝑤, 𝑏) ← 𝐿 [𝑖]
𝑞 ← 𝑞 + 𝑐−1𝑐𝑤, 𝑣← 𝑣 − 𝑐−1𝑐𝑏

end do

(5) return (𝑞, 𝑣)

Example 5 For the Σ∗-monomial 𝑡 over 𝐹 and 𝑟 given in Example 2, we take the first-
pair (1/𝑥, 1/𝑥) associated to 𝐹 (𝑡). So 1/𝑥 is the only effective element in 𝜙(Δ(𝑡)).
Thus as the second pair we can choose (1/𝑥, 1). Now we reduce 𝑝 from Example 3 to
the 𝜃-complement. We have already derived the decomposition 𝑝 = Δ(𝑞) + 𝑟, where
𝑞 = 𝑡2/𝑥 − 1/𝑥3 and 𝑟 = 𝑡/𝑥 − 1/𝑥3 ∈ 𝐴; compare (15). Since deg𝑡 (𝑟) = 1, we only
need the first two elements of the echelon basis which have been derived in Example 4.
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Finally we project 𝑟 to 𝑉𝜃 . The result is 𝑟 = Δ(𝑤1) + 𝑣, where 𝑤1 is given in Example 4
and 𝑣 = 1

2𝑥2 − 1
𝑥3 ∈ 𝑉𝜃 . It follows that 𝑝 = Δ(𝑞 + 𝑤1) + 𝑣.

3.3 A complete reduction for rational functions

Combining Sections 3.1 and 3.2, we obtain a complete reduction for Δ(𝐹 (𝑡)).

Theorem 2 Let 𝑡 be a Σ∗-monomial over (𝐹, 𝜎) and suppose that there is a complete
reduction 𝜙 for Δ(𝐹) on 𝐹. Let Θ be a 𝐶-basis of 𝐹 and 𝜃 ∈ Θ be effective for 𝜙(Δ(𝑡)).
Furthermore, let 𝑆 be a set of representatives of the equivalence classes induced by 𝜎∼
on 𝑀𝑡 . Then there is a complete reduction 𝜓 (𝑆,𝜃 ) for Δ(𝐹 (𝑡)) on 𝐹 (𝑡) which establishes
the direct sum

𝐹 (𝑡) = Δ(𝐹 (𝑡)) ⊕ 𝑈𝑆 ⊕ 𝑉𝜃 , (21)

where𝑈𝑆 and 𝑉𝜃 are given in (12) and (17), respectively.
If (𝐹, 𝜎) is computable and 𝜙-computable and one can solve Problem SE in 𝐹 [𝑡], then
(𝐹 (𝑡), 𝜎) is 𝜓 (𝑆,𝜃 ) -computable.

Proof. 𝐹 (𝑡) can be written as the direct sum of 𝐹 [𝑡] and 𝐹 (𝑡) (𝑟 ) . By Proposition 1,
we have 𝐹 (𝑡) (𝑟 ) = Δ(𝐹 (𝑡) (𝑟 ) ) ⊕ 𝑈𝑆 . On the other hand, Proposition 4 implies that
𝐹 [𝑡] = Δ(𝐹 [𝑡]) ⊕ 𝑉𝜃 . So 𝐹 (𝑡) = Δ(𝐹 [𝑡]) ⊕ Δ(𝐹 (𝑡) (𝑟 ) ) ⊕ 𝑈𝑆 ⊕ 𝑉𝜃 . Consequently,
𝐹 (𝑡) = Δ(𝐹 (𝑡)) ⊕ 𝑈𝑆 ⊕ 𝑉𝜃 . Furthermore, take 𝑓 ∈ 𝐹 (𝑡) and let 𝑓1 ∈ 𝐹 (𝑡) (𝑟 ) and 𝑓2 ∈
𝐹 [𝑡] with 𝑓 = 𝑓1 + 𝑓2. Then there exist 𝑔 ∈ 𝐹 (𝑡) (𝑟 ) and ℎ ∈ 𝑈𝑆 such that 𝑓1 = Δ(𝑔) + ℎ
by Proposition 1, and there exist 𝑞 ∈ 𝐹 [𝑡] and 𝑣 ∈ 𝑉𝜃 such that 𝑓2 = Δ(𝑞) + 𝑣 by
Proposition 4. This yields 𝑓 = 𝑓1 + 𝑓2 = ℎ+ 𝑣+Δ(𝑔′) with 𝑔′ = 𝑔+𝑞 ∈ 𝐹 (𝑡) and defines
the complete reduction 𝜓 (𝑆,𝜃 ) for Δ(𝐹 (𝑡)) on 𝐹 (𝑡) with 𝜓 (𝑆,𝜃 ) ( 𝑓 ) = ℎ + 𝑣 ∈ 𝑈𝑠 ⊕ 𝑉𝜃 .
Finally, if (𝐹, 𝜎) is computable and 𝜙-computable and one can solve Problem SE in𝐹 [𝑡],
then 𝑔′, ℎ and 𝑣 can be computed explicitly and (𝐹 (𝑡), 𝜎) is 𝜓 (𝑆,𝜃 ) -computable. ⊓⊔

The algorithmic version of the theorem can be summarized as follows.

Algorithm CompleteReduction

Input: a Σ∗-monomial 𝑡 over (𝐹, 𝜎) which is computable, 𝜙-computable and where
Problem SE is solvable in 𝐹 [𝑡]; 𝑝 ∈ 𝐹 [𝑡].
From outside accessible: a first and second pair (𝑔𝑡 , 𝜙(Δ(𝑡))) and (𝜃, 𝑐) associated to
𝐹 (𝑡) and a finite set 𝑆 ⊆ 𝑀𝑡 whose elements are 𝜎-coprime.

Output: (𝑔, 𝑟) ∈ 𝐾 (𝑡) × (𝑈𝑆 ⊕ 𝑉𝜃 ) such that 𝑓 = Δ(𝑔) + 𝑟

(1) 𝑓1 ← proper( 𝑓 ) 𝑓2 ← poly( 𝑓 )
(2) (𝑔, ℎ) ← ReductionForProperRationalFunctions(𝐹 (𝑡), 𝑓1)
(3) (𝑞, 𝑣) ← ReductionForPolynomials(𝐹 (𝑡), 𝑓2)
(4) return (𝑔 + 𝑞, ℎ + 𝑣)

Example 6 We start with the sum
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𝑆(𝑛) =
𝑛∑︁
𝑘=1

𝑘 (𝑘2 + 5𝑘 + 4)𝐻3
𝑘
+ (𝑘2 + 4𝑘 + 1)𝐻2

𝑘
− (𝑘 + 1)2𝐻4

𝑘
− 𝑘 − 2𝑘2 − 𝑘3

𝑘 (1 + 𝑘)2 (1 + 𝐻𝑘 + 𝑘𝐻𝑘)𝐻𝑘

in terms of the harmonic numbers 𝐻𝑘 =
∑𝑘
𝑖=1

1
𝑘

. Taking the difference field (𝐹, 𝜎) and
the Σ∗-monomial 𝑡 over 𝐹 as given in Example 2 we can represent the summand by

𝑓 =
𝑥(𝑥2 + 5𝑥 + 4)𝑡3 + (𝑥2 + 4𝑥 + 1)𝑡2 − (𝑥 + 1)2𝑡4 − 𝑥 − 2𝑥2 − 𝑥3

𝑥(1 + 𝑥)2 (1 + 𝑡 + 𝑡𝑥)𝑡
∈ 𝐹 (𝑡).

By polynomial division we get the splits

𝑓1 = proper( 𝑓 ) = − 1
(1 + 𝑥)𝑡2 + 𝑡

and 𝑓2 = poly( 𝑓 ) = (𝑥
2 + 4𝑥 + 1)𝑡 − (1 + 𝑥)𝑡2

𝑥(1 + 𝑥)2
.

By Example 2, we find 𝑓1 = Δ(1/𝑡), which, together with Example 5, implies that

𝑓 = Δ

©«
2 + 𝑥

2𝑥
𝑡2 − 𝑡

𝑥
+ 𝑥 − 2

2𝑥3 +
1
𝑡︸                          ︷︷                          ︸

=𝑔

ª®®®®®¬
+ 𝑥 − 2

2𝑥3︸︷︷︸
=𝑟

(22)

where 𝑔 ∈ 𝐹 (𝑡) and 𝑟 ∈ 𝑉𝜃 . Reinterpreting the Σ-pair (𝑔, 𝑟) of 𝑓 to (𝑔(𝑘), 𝑟 (𝑘)) in
terms of the harmonic numbers, equation (22) can be restated as (2), and summing this
equation over 𝑘 from 1 to 𝑛 leads to the identity (3) (with 𝑎 = 1, 𝑏 = 𝑛) where the
remainder sum

𝑛∑︁
𝑘=1

𝑟 (𝑘) =
𝑛∑︁
𝑘=1

𝑘 − 2
2𝑘3 =

𝐻
(2)
𝑛

2
− 𝐻 (3)𝑛

can be rewritten in terms of the generalized harmonic numbers 𝐻 (𝑜)𝑛 =
∑𝑛
𝑖=1

1
𝑖𝑜

. Sum-
marizing, we obtain the simplification

𝑆(𝑛) = (𝑛+1)
2 (𝑛+3)𝐻3

𝑛+(𝑛+1) (𝑛+7)𝐻2
𝑛−2(𝑛3+3𝑛2+3𝑛−1)𝐻𝑛+2𝑛(𝑛+1)2

2(𝑛+1)2 (1+(𝑛+1)𝐻𝑛 )
+ 𝐻

(2)
𝑛

2
− 𝐻 (3)𝑛 .

We note that 𝜓 (𝑆,𝜃 ) |𝐹 ≠ 𝜙. This observation is implied by the simple fact that
Δ(𝑡) ∈ 𝐹 and Δ(𝑡) ∉ Δ(𝐹), i.e., 𝜙(Δ(𝑡)) ≠ 0, but Δ(𝑡) ∈ Δ(𝐹 (𝑡)), i.e, 𝜓 (𝑆,𝜃 ) (Δ(𝑡)) = 0.
However 𝜙 and 𝜓 (𝑆,𝜃 ) are closely related as carried out in the next corollary. The
specialization to polynomials in statement (2) will be used in Corollary 7 below.

Corollary 3 Let 𝜙 : 𝐹 → 𝐹 be a complete reduction for Δ(𝐹), (𝜃, 𝑐) be a second pair
associated to 𝐹 (𝑡) and 𝜓 (𝑆,𝜃 ) be the complete reduction given in Theorem 2. Then

1. For every 𝑓 ∈ 𝐹, we have that 𝜓 (𝑆,𝜃 ) ( 𝑓 ) = 𝜙( 𝑓 ) + 𝑐𝜙(Δ(𝑡)), where 𝑐 =

−𝜃∗ (𝜙( 𝑓 )) 𝑐−1.
2. For every 𝑓 ∈ 𝐹 [𝑡] we have that 𝜓 (𝑆,𝜃 ) ( 𝑓 ) ∈ 𝑉𝜃 .

Proof. (1) Let 𝑓 ∈ 𝐹. Then there is a 𝑔 ∈ 𝐹 such that 𝑓 = Δ(𝑔) + 𝜙( 𝑓 ). Set 𝑣 :=
𝜙( 𝑓 )+𝑐𝜙(Δ(𝑡)). Then 𝑓 = Δ(𝑔)+𝜙( 𝑓 ) = Δ(𝑔)+𝑣−𝑐𝜙(Δ(𝑡)). Since 𝜙(Δ(𝑡)) ∈ Δ(𝐹 [𝑡])
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by Lemma 6, there is a 𝑔′ ∈ 𝐹 [𝑡] with 𝑓 = 𝑣 + Δ(𝑔′). With 𝑐 = −𝜃∗ (𝜙( 𝑓 ))𝑐−1 =

−𝜃∗ (𝜙( 𝑓 ))/𝜃∗ (𝜙(Δ(𝑡))) we get 𝜃∗ (𝑣) = 𝜃∗ (𝜙( 𝑓 )) +𝑐𝜃∗ (𝜙(Δ(𝑡))) = 0. Since 𝑣 ∈ 𝐴∩𝐹,
𝑣 belongs to the 𝜃-complement, which implies that 𝜓 (𝑆,𝜃 ) ( 𝑓 ) = 𝑣 by Theorem 2.
(2) Let 𝑓 ∈ 𝐹 [𝑡]. Then in the construction we get 𝑓1 = proper( 𝑓 ) = 0 and 𝑓2 =

poly( 𝑓 ) = 𝑓 . Following the proof of Theorem 2 we get 𝑔 ∈ 𝐹 [𝑡] and 𝑣 ∈ 𝑉𝜃 such that
𝑓 = 𝑓2 = Δ(𝑔) + 𝑣. In particular, 𝜓𝑆,𝜃 ( 𝑓 ) = 𝑣. ⊓⊔

In [38] a similar construction has been provided to decompose 𝑓 ∈ 𝐹 (𝑡) in a
summable and non-summable part where 𝑡 is a Σ∗-monomial (or a Π-monomial[22]
covering also products). While the construction for the rational part is only a streamlined
version [38], the construction of the polynomial part has been substantially improved
in this article for the case of a Σ∗-monomial. First, our new construction provides a
complete reduction and not only an additive decomposition (i.e., the complementary set
forms a subspace of 𝐹 (𝑡)). Second, our algorithm does not require to solve any underly-
ing difference ring equation in (𝐹, 𝜎) using classical tools such as degree/denominator
bounds [22, 11, 33] and solving the underlying linear system. Finally, all the coeffi-
cients of the polynomial contributions are reduced and thus lead to significantly smaller
representations. We conclude this section with the following optimality property of
𝜓 (𝑆,𝜃 ) ( 𝑓 ); compare [38] (see Corollaries 4.1 and 5.1 therein).

Corollary 4 Let 𝑓 ∈ 𝐹 (𝑡) with the 𝜓 (𝑆,𝜃 ) -remainder ℎ. Assume that there exist �̃�, ℎ̃ ∈
𝐹 (𝑡) such that 𝑓 = Δ(�̃�) + ℎ̃. Then

deg𝑡 (den(proper(ℎ)) ≤ deg𝑡 (den(proper( ℎ̃))) and deg𝑡 (poly(ℎ)) ≤ deg𝑡 (poly( ℎ̃)).

Proof. Since 𝑓 = Δ(�̃�) + ℎ̃ and ℎ is the remainder of 𝑓 , we have ℎ− ℎ̃ ∈ Δ(𝐹 (𝑡)). Thus

proper(ℎ) − proper( ℎ̃) ∈ Δ(𝐹 (𝑡) (𝑟 ) ) and poly(ℎ) − poly( ℎ̃) ∈ Δ(𝐹 [𝑡]) (23)

by Lemma 2. The minimality for both components can be shown as follows. By
Proposition 1 we have that proper( ℎ̃) − 𝑢 ∈ Δ(𝐹 (𝑡) (𝑟 ) ) for some 𝑢 ∈ 𝑈𝑆 with
deg𝑡 (den(𝑢)) ≤ deg𝑡 (den(proper( ℎ̃))). Thus proper(ℎ) − 𝑢 ∈ Δ(𝐹 (𝑡) (𝑟 ) ) by (23).
Since proper(ℎ), 𝑢 ∈ 𝑈𝑆 , proper(ℎ) −𝑢 ∈ 𝑈𝑆 . Hence proper(ℎ) −𝑢 ∈ Δ(𝐹 (𝑡) (𝑟 ) ) ∩𝑈𝑆 .
So proper(ℎ) − 𝑢 = 0 by Lemma 3, which implies that deg𝑡 (den(proper(ℎ))) =

deg𝑡 (den(𝑢)) ≤ deg𝑡 (den(proper( ℎ̃))).
Similarly, by Proposition 4, there is 𝑣 ∈ 𝑉𝜃 with deg𝑡 (𝑣) ≤ deg𝑡 (poly( ℎ̃)) such that
poly( ℎ̃) − 𝑣 ∈ Δ(𝐹 [𝑡]). So poly(ℎ) − 𝑣 ∈ Δ(𝐹 [𝑡]) by (23). In addition, poly(ℎ) ∈ 𝑉𝜃
implies poly(ℎ) − 𝑣 ∈ Δ(𝐹 [𝑡]) ∩ 𝑉𝜃 = {0}. Hence, poly(ℎ) − 𝑣 = 0 which implies
deg𝑡 (poly(ℎ)) = deg𝑡 (𝑣) ≤ deg𝑡 (poly( ℎ̃)). ⊓⊔

4 Complete reductions in towers of 𝚺∗ extensions

This section divides into three parts. In Section 4.1, we construct complete reductions in
towers of Σ∗-extensions (also called Σ∗-towers) and elaborate on the algorithmic aspects
of the obtained recursive method. In particular, an experimental comparison between
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the complete reduction and the built-in algorithm of the package Sigma in Mathematica
is given. In Section 4.2 we illustrate how complete reductions can be utilized to solve
the parameterized telescoping problem in such Σ∗-towers. Finally, we connect to Karr’s
reduced Σ∗-extensions in Section 4.3 and show how complete reductions can be used
to reduce the nesting depth of input sums.

4.1 A recursive telescoping algorithm based on complete reductions

A tower of Σ∗-extensions can be introduced as follows.

Definition 8 Let (𝐹, 𝜎) be a difference field with constant field 𝐶 and let (𝐸, 𝜎) be a
tower of Σ∗-extensions of (𝐹, 𝜎), i.e,

𝐹 = 𝐹0 ≤ 𝐹1 ≤ · · · ≤ 𝐹𝑛 = 𝐸

q q
𝐹0 (𝑡1) 𝐹𝑛−1 (𝑡𝑛)

(24)

is a tower of field extensions where for all 1 ≤ 𝑖 ≤ 𝑛 each 𝐹𝑖 = 𝐹𝑖−1 (𝑡𝑖) is a transcen-
dental field extension of 𝐹𝑖−1, and 𝜎(𝑡𝑖) = 𝑡𝑖 + 𝑎𝑖 with 𝑎𝑖 ∈ 𝐹𝑖−1 and 𝐶𝐸 = 𝐶. In other
words, 𝑡𝑖 is a Σ∗-monomial over 𝐹𝑖−1 for 1 ≤ 𝑖 ≤ 𝑛. We call (𝑡1, . . . , 𝑡𝑛) also a tower of
Σ∗-monomials over (𝐹, 𝜎) and (𝐸, 𝜎) a Σ∗-tower over (𝐹, 𝜎).

Theorem 3 Let (𝐹𝑛, 𝜎) be a Σ∗-tower over (𝐹0, 𝜎) with constant field 𝐶 as given in
Definition 8 and assume that there is a complete reduction 𝜙 = 𝜙0 : 𝐹0 → 𝐹0 for Δ(𝐹0).
Furthermore, let Θ0 be a 𝐶-basis of 𝐹0 and consider the Θ0-canonical basis Ξ given
in (8). Then for each 𝑖 with 0 ≤ 𝑖 ≤ 𝑛, there is a complete reduction 𝜙𝑖 for Δ(𝐹𝑖) with a
second pair (𝜃𝑖 , 𝑐𝑖) ∈ Ξ ×𝐶 associated to 𝐹𝑖−1 (𝑡𝑖) with ind𝑛 (𝜃𝑖) = ind𝑛 (𝜙𝑖−1 (Δ(𝑡𝑖))).

Proof. We proceed by induction on 𝑛. The statement clearly holds for 𝑛 = 0. Assume
that there is a complete reduction 𝜙𝑛 for Δ(𝐹𝑛) with 𝑛 ≠ 0 as claimed in the theorem
and consider the Σ∗-monomial 𝑡𝑛+1 over (𝐹𝑛, 𝜎). It follows by Lemma 1 that there exists
a second pair (𝜃𝑛+1, 𝑐𝑛+1) associated to 𝐹𝑛+1 with ind𝑛+1 (𝜙𝑛 (Δ(𝑡𝑛+1))) = ind𝑛+1 (𝜃𝑛+1).
Consequently, we obtain a complete reduction 𝜙𝑛+1 for Δ(𝐹𝑛+1) by replacing 𝐹 with 𝐹𝑛
and 𝜙 with 𝜙𝑛 in Theorem 2. ⊓⊔

The algorithmic version can be summarized in the following theorem if one can
solve Problem SE in each of the arising Σ∗-monomials 𝑡𝑖 over (𝐹0, 𝜎). Precisely this
can be accomplished if the ground field (𝐹0, 𝜎) is𝜎∗-computable. We omit the technical
details given in [25, Definition 1] and mention only that such difference fields cover
Karr’s general ΠΣ∗-fields or ΠΣ∗-field extensions over the free difference field [25]. In
this article we will only exploit a very special case of such a 𝜎∗-computable difference
field (𝐹0, 𝜎): 𝐹0 = 𝐶 and the field of constants 𝐶 is given by a rational function field
over an algebraic number field.

Theorem 4 Let (𝐹𝑛, 𝜎) be a Σ∗-tower over (𝐹0, 𝜎) with constant field 𝐶 as given in
Definition 8 and assume that (𝐹0, 𝜎) is computable, has an effective 𝐶-basis, and is
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𝜙0-computable w.r.t. a complete reduction 𝜙 = 𝜙0 : 𝐹0 → 𝐹0 for Δ(𝐹0). Then for all
1 ≤ 𝑖 ≤ 𝑛, 𝐹𝑖 is 𝜙𝑖-computable with the complete reduction 𝜙𝑖 for Δ(𝐹𝑖) as given in
Theorem 3 if one of the following holds.

1. One can solve Problem SE in 𝐹𝑖−1 [𝑡𝑖] for each 1 ≤ 𝑖 ≤ 𝑛.
2. (𝐹, 𝜎) is 𝜎∗-computable.
3. 𝐹 = 𝐶 is a rational function field over an algebraic number field.

Proof. If 𝑛 = 0 the statement clearly holds. Otherwise, we observe that by Lemma 1 a
second pair in the proof of Theorem 3 can be computed explicitly. Moreover, Property 3
implies Property 2 by [36, Thm. 3.5] and Property 2 implies Property 1 by [25, Cor. 1].
Finally, if Property 1 holds, the construction of Theorem 2 is algorithmic (see Algorithm
CompleteReduction). Thus also the induction step in the proof of Theorem 3 can be
carried out explicitly which proves the statement. ⊓⊔

When one applies Algorithm CompleteReduction to 𝑓 in (𝐹𝑛, 𝜎) one enters Al-
gorithm ReductionForPolynomials(𝐹𝑛, 𝑓2) in Step 3. There one executes in Step 1
the command AuxiliaryReduction(𝑝) and restarts in the while loop the Algorithm
CompleteReduction in the field 𝐹𝑛−1 below. Similarly, one enters also the sub-
algorithm EchelonBasiswhich inside executes again CompeteReduction in the field
𝐹𝑛−1 below. Summarizing, the machinery is highly recursive and a tree of reductions is
generated that call several instances of CompeteReduction in each extension level 𝐹𝑖
for 1 ≤ 𝑖 ≤ 𝑛.

The following technical aspects are in place.

• When executing ReductionForProperRationalFunctions in (𝐹𝑖 , 𝜎) within the
recursive calls, one has to take care that the set 𝑆𝑖 of representants of shift equivalent
factors used for the definition of (12) (with 𝑆 = 𝑆𝑖) is fixed during all recursive calls.
As explained in Remark 1 we initialize these sets 𝑆𝑖 for 1 ≤ 𝑖 ≤ 𝑛 to the empty
set and append new representant to 𝑆𝑖 whenever a new element 𝑝 in Algorithm
ReductionForProperRationalFunctions arises.

• The determination of a second pair is essential for the construction of the comple-
mentary space given in Definition 6. Since the second component of the first pair is
needed to compute the second pair, it is natural to fix the first pair also in advance.
Thus both pairs are fixed in a preprocessing step for each arising Σ∗-monomial 𝑡𝑖 .
This leads to the following extra improvement.

• Using always the same first pair of a Σ∗-monomial 𝑡𝑖 , also the echelon basis induced
by this first pair is fixed. In particular, one can store the basis elements for each 𝑡𝑖 in
a separate list 𝐿𝑖 and can reuse the basis elements or can enlarge the list with extra
basis elements with higher degrees whenever this is necessary within the recursion.

Subsequently we make the following notational convention for the rest of this section.

Convention 1. Let (𝐹𝑛, 𝜎) be a Σ∗-tower over (𝐹0, 𝜎) as given in (24), and 𝜙0 be a
complete reduction on 𝐹0 for Δ(𝐹0). Let Ξ be the effective 𝐶-basis of 𝐹𝑛 given in (8).
For all 𝑖 with 1 ≤ 𝑖 ≤ 𝑛, 𝜙𝑖 : 𝐹𝑖 → 𝐹𝑖 stands for the complete reduction for Δ(𝐹𝑖), and(
𝑔𝑡𝑖 , 𝜙(Δ(𝑡𝑖))

)
and (𝜃𝑖 , 𝑐𝑖) for fixed first and second pairs associated to 𝐹𝑖 , respectively.
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Corollary 5 Let 𝑓 ∈ 𝐹𝑛. Then ind𝑛 (𝜙𝑛 ( 𝑓 )) ≤ ind𝑛 ( 𝑓 ).

Proof. Let 𝑚 = ind𝑛 ( 𝑓 ). Then 𝑓 ∈ 𝐹𝑚 but 𝑓 ∉ 𝐹𝑚−1. It follows that 𝜙𝑚 ( 𝑓 ) ∈ 𝐹𝑚. So
ind𝑛 (𝜙𝑚 ( 𝑓 )) ≤ ind𝑛 ( 𝑓 ). By Corollary 3.1, we have

𝜙𝑚+1 ( 𝑓 ) = 𝜙𝑚 ( 𝑓 ) + 𝑐𝑚𝜙𝑚 (Δ(𝑡𝑚+1)), (25)

where 𝑐𝑚 = −𝜃∗
𝑚+1 (𝜙𝑚 ( 𝑓 ))/𝜃

∗
𝑚+1 (𝜙𝑚 (Δ(𝑡𝑚+1))). Write 𝜙𝑚 ( 𝑓 ) =

∑
𝑤𝑖∈Ξ 𝑐𝑖𝑤𝑖 in the

effective 𝐶-basis Ξ given in Convention 1. If 𝜙𝑚 ( 𝑓 ) is free of 𝜃𝑚+1, then 𝑐𝑚 = 0.
So 𝜙𝑚+1 ( 𝑓 ) = 𝜙𝑚 ( 𝑓 ), in particular ind𝑛 (𝜙𝑚+1 ( 𝑓 )) = ind𝑛 (𝜙𝑚 ( 𝑓 )). Otherwise, we
conclude with ind𝑛 (𝜙𝑚 ( 𝑓 )) = max{ind𝑛 (𝑤𝑖) | 𝑐𝑖 ≠ 0} by (9) and the property that
the coefficient of 𝜃𝑚+1 in 𝜙𝑚 ( 𝑓 ) is nonzero that ind𝑛 (𝜃𝑚+1) ≤ ind𝑛 (𝜙𝑚 ( 𝑓 )). With
Theorem 3 we have ind𝑛 (𝜙𝑚 (Δ(𝑡𝑚+1))) = ind𝑛 (𝜃𝑚+1) and thus ind𝑛 (𝜙𝑚 (Δ(𝑡𝑚+1))) ≤
ind𝑛 (𝜙𝑚 ( 𝑓 )). Finally, with (25) it follows that

ind𝑛 (𝜙𝑚+1 ( 𝑓 )) ≤ max{ind𝑛 (𝜙𝑚 ( 𝑓 )), ind𝑛 (𝜙𝑚 (Δ(𝑡𝑚+1)))} = ind𝑛 (𝜙𝑚 ( 𝑓 )).

So in any case we have that ind𝑛 (𝜙𝑚+1 ( 𝑓 )) ≤ ind𝑛 (𝜙𝑚 ( 𝑓 )). Repeating the above
analysis in a finite number of steps, we conclude that

ind𝑛 (𝜙𝑛 ( 𝑓 )) ≤ ind𝑛 (𝜙𝑛−1 ( 𝑓 )) ≤ · · · ≤ ind𝑛 (𝜙𝑚+1 ( 𝑓 )) ≤ ind𝑛 (𝜙𝑚 ( 𝑓 )) ≤ ind𝑛 ( 𝑓 ).

Note that 𝑓 ∈ 𝐹𝑚 \ 𝐹𝑚−1, i.e., 𝑓 depends on 𝑡𝑚. By construction, 𝜙𝑚 ( 𝑓 ) ∈ 𝐹𝑚 and thus
the last inequality follows. ⊓⊔

Example 7 We try to simplify the sum

𝑛∑︁
𝑘=1

1
𝑘

𝑘∑︁
𝑗=1

𝐻 𝑗

𝑗
.

Let 𝐹0 = Q(𝑥) with 𝜎(𝑥) = 𝑥 + 1 and take the Σ∗-tower 𝐹2 = 𝐹0 (𝑡1, 𝑡2) over 𝐹0, where

𝜎(𝑡1) = 𝑡1 +
1

𝑥 + 1
and 𝜎(𝑡2) = 𝑡2 + 𝜎

( 𝑡1
𝑥

)
= 𝑡2 +

(𝑥 + 1)𝑡1 + 1
(1 + 𝑥)2

.

To 𝐹1, we associate

(𝑔𝑡1 , 𝜙0 (Δ(𝑡1))) =
(

1
𝑥
,

1
𝑥

)
, (𝜃1, 𝑐1) =

(
1
𝑥
, 1

)
and to 𝐹2, we associate

(𝑔𝑡2 , 𝜙1 (Δ(𝑡2))) =
(

1 + 𝑥2𝑡21
2𝑥2 ,

1
2𝑥2

)
, (𝜃2, 𝑐2) =

(
1
𝑥2 ,

1
2

)
.

Here we choose 𝑓 := 𝑡2/𝑥 as the element in 𝐹2 that represents 1
𝑘

∑𝑘
𝑗=1 𝐻 𝑗/ 𝑗 . Applying

Algorithm CompleteReduction to 𝑓 yields the Σ-pair
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(𝑔, 𝑟) =
(

3𝑥3𝑡1𝑡2 − 𝑥3𝑡31 − 3𝑥2𝑡2 + 1
3𝑥3 ,

1
3𝑥3

)
of 𝑓 . Since 𝑟 is nonzero, 𝑓 is not summable in 𝐹2. In particular, using Corollary 1
it follows that we can adjoin the Σ∗-monomial 𝑡3 to 𝐹2 with Δ(𝑡3) = 𝑟 which gives
𝑓 = Δ(𝑔 + 𝑡3). Note that this relation is reflected by the identity

𝑛∑︁
𝑘=1

1
𝑘

𝑘∑︁
𝑗=1

𝐻 𝑗

𝑗
= 𝐻𝑛

𝑛∑︁
𝑘=1

𝐻𝑘

𝑘
− 𝐻

3
𝑛

3
+ 𝐻

(3)
𝑛

3
. (26)

For concrete problem solving (see, e.g. [46, 30, 6]) one can often restrict to the fol-
lowing special case. Let (𝐹𝑛, 𝜎) be as above a Σ∗-tower over (𝐹0, 𝜎) with the restriction
that Δ(𝑡𝑖) ∈ 𝐹0 [𝑡1, . . . , 𝑡𝑖−1] for 1 ≤ 𝑖 ≤ 𝑛, i.e., inside of sums only polynomial expres-
sions of sums arise. Furthermore define the subring of polynomials 𝐸𝑖 = 𝐹0 [𝑡1, . . . , 𝑡𝑖].
Then it follows straightforwardly that 𝜎 restricted to 𝐸𝑖 forms a ring automorphism. In
short, (𝐸𝑛, 𝜎) is a difference ring (which in [43, 44] are also called Σ∗-ring extensions).
Observing that Δ(𝐸𝑖) is a 𝐶-subspace of 𝐹𝑖 we get the following connection.

Corollary 6 𝜙𝑖 |𝐸𝑖
is a complete reduction of Δ(𝐸𝑖) on 𝐸𝑖 for 1 ≤ 𝑖 ≤ 𝑛.

Proof. Suppose that there is an 𝑖 with 1 ≤ 𝑖 ≤ 𝑛 such that 𝜙′
𝑖

:= 𝜙𝑖 |𝐸𝑖
is not a complete

reduction of Δ(𝐸𝑖) on 𝐸𝑖 . Let 𝑖 ≥ 1 be minimal with this property. Then there is an
𝑓 ∈ 𝐸𝑖 such that 𝜙′

𝑖
( 𝑓 ) ∉ 𝐸𝑖 or we have 𝜙′

𝑖
( 𝑓 ) ∈ 𝐸𝑖 but there is no 𝑔 ∈ 𝐸𝑖 with

𝑓 = Δ(𝑔) + 𝜙′
𝑖
( 𝑓 ). The minimality of 𝑖 implies im(𝜙′

𝑖−1) = im(𝜙𝑖−1 |𝐸𝑖−1 ) ⊆ 𝐸𝑖−1. For
each 𝑝 ∈ 𝐸𝑖 , there is 𝑞 ∈ 𝐸𝑖 such that 𝑝 − Δ(𝑞) ∈

⊕
𝑖∈N im(𝜙′

𝑖−1)𝑡
𝑖 by replacing 𝐹

with 𝐸𝑖−1, 𝑡 with 𝑡𝑖 and 𝜙 with 𝜙𝑖−1 in Proposition 2. So we conclude that 𝜙′
𝑖
( 𝑓 ) ∈⊕

𝑖∈N im(𝜙′
𝑖−1)𝑡

𝑖 by Corollary 3.2. Thus 𝜙′
𝑖
( 𝑓 ) ∈ 𝐸𝑖 and it follows that 𝑔 ∈ 𝐹𝑖 \ 𝐸𝑖

such that 𝑓 = Δ(𝑔) + 𝜙′
𝑖
( 𝑓 ). However, Δ(𝑔) = 𝑓 − 𝜙′

𝑖
( 𝑓 ) ∈ 𝐸𝑖 . With [40, Thm. 2.7] we

conclude that 𝑔 ∈ 𝐸𝑖 , a contradiction. ⊓⊔

Even more, one can streamline AlgorithmCompleteReduction for such a difference
ring (𝐸𝑛, 𝜎) by observing that execution ReductionForProperRationalFunctions
is obsolete and one simply sets (𝑔, ℎ) = (0, 0). This follows by induction on 𝑛.
Namely, suppose that the modified algorithm is correct with less than 𝑛 Σ∗-monomials
and executes the modified algorithm CompleteReduction in 𝐸𝑛. Then by Corol-
lary 3.2 we may set (𝑔, ℎ) = (0, 0). Further we observe that when entering the
steps for ReductionForPolynomials one only carries out operations in the dif-
ference ring (𝐸𝑛, 𝜎) leading only to expressions in 𝐸𝑛. Thus whenever one calls
CompeteReduction in 𝐸𝑛−1 (in AuxilaryReduction and EchelonBasis) the argument
is again a polynomial in 𝐸𝑛−1. Thus by induction one never deals with proper rational
function contributions in (𝐹𝑖−1 (𝑡𝑖)) (𝑟 ) and the claim is certified. As a consequence,
solving Problem SE is obsolete and Theorem 2 simplifies as follows.

Corollary 7 Let (𝐸𝑛, 𝜎) be a tower of Σ∗-ring extensions over (𝐹0, 𝜎) with constant
field 𝐶 as given above and assume that (𝐹0, 𝜎) is computable, has an effective 𝐶-basis,
and is 𝜙0-computable w.r.t. a complete reduction 𝜙0 for Δ(𝐹0) on 𝐹0. Then for all
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1 ≤ 𝑖 ≤ 𝑛, 𝐸𝑖 is 𝜙𝑖-computable with the complete reduction 𝜙𝑖 for Δ(𝐸𝑖) as given in
Theorem 3.

Implementation aspects

We have implemented Algorithm CompleteReduction (CR) in the computer algebra
system Mathematica using subroutines of Sigma in the setting ofΠΣ∗-fields to compute,
e.g., the 𝜎-factorization needed in ReductionForProperRationalFunctions. In
the following we will compare it with the function RefinedTelescoping (RT) in the
summation package Sigma that implements the algorithms given in [39, 38, 42, 43]. In
our case study we take the Σ∗-tower (𝐹2, 𝜎) over (Q, id) with 𝐹2 = Q(𝑥) (𝑡1) (𝑡2), where

𝜎(𝑥) = 𝑥 + 1, 𝜎(𝑡1) = 𝑡1 +
1

𝑥 + 1
, and 𝜎(𝑡2) = 𝑡2 +

1
(𝑥 + 1)2

.

Note that 𝑡1 and 𝑡2 represent 𝐻𝑛 and 𝐻 (2)𝑛 , respectively.
In each test suite we chose for 𝑖 ∈ N three random polynomials 𝑝𝑖 ∈ Q(𝑥) [𝑡1, 𝑡2]

where the selected generators have total degree 𝑖 (details are given below) and measured
the average time to solve the telescoping equation Δ(𝑔) = 𝑓𝑖 for the given summand
𝑓𝑖 = Δ(𝑝𝑖) ∈ Q(𝑥) [𝑡1, 𝑡2], i.e., the time needed to reconstruct 𝑝𝑖 from 𝑓𝑖 . More precisely,
we applied for the generators 𝑡2 and 𝑡1 to the simplified version given in Corollary 7 (i.e.,
ReductionForProperRationalFunctions is not used), but used the full machinery
of CR in the difference field (Q(𝑥), 𝜎) which reduces to Abramov’s algorithm [3];
compare Corollary 2. Similarly, we exploit other refined algorithms in Sigma for this
special structure when applying RT.

All timings are measured in seconds on a computer with Linux, CPU 3.00 GHZ,
Intel Core i7-9700, 32G memory. The average timings are summarized as follows.
• In the first suite, we generated randomly 𝑝𝑖 ∈ Q[𝑥, 𝑡1, 𝑡2] where the total degree of all
three variables is 𝑖.

𝑖 10 15 20 25 30 35 40 45 50
RT 1.74 4.55 11.82 23.73 66.96 143.87 207.23 368.09 547.52
CR 1.19 1.69 3.68 3.04 6.19 13.40 18.03 32.04 49.57

• In the second suite, we picked polynomials 𝑝𝑖 ∈ Q(𝑥) [𝑡1, 𝑡2] where the total degree
of the polynomials in 𝑡1, 𝑡2 is 𝑖 and the coefficients are quotients of random polynomials
in Q[𝑥] with degree 5.
𝑖 11 12 13 14 15 16 17 18
RT 428.15 650.26 1428.50 1928.40 4191.05 6650.85 > 36000 > 36000
CR 59.19 81.68 127.28 163.28 303.58 381.82 431.12 681.55
The timings show that CR outperforms RT in a small Σ∗-tower where the input

polynomials have high degrees. At this point one may remark that Sigma’s algorithms
are tailored for big ΠΣ∗-towers with up to 100 generators (where the degrees of the
Σ∗-monomials in the summand are not large) within the setting of depth-optimal ΠΣ∗-
extensions [39]. Further case studies will be necessary (with further extensions of our
new approach) to be able to compare also such scenarios fairly.
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4.2 Parameterized telescoping

A key problem of symbolic summation is the task to solve parameterized telescoping
equations. In the difference setting this can be formalized as follows. Given 𝑓1, . . . , 𝑓𝑚 ∈
𝐹𝑛, find 𝑐1, . . . , 𝑐𝑚 ∈ 𝐶, not all zero, and 𝑔 ∈ 𝐹𝑛 such that

𝑐1 𝑓1 + · · · + 𝑐𝑛 𝑓𝑚 = Δ(𝑔), (27)

holds; it reduces to the telescoping problem for the special case 𝑚 = 1, but also covers
Zeilberger’s creative telescoping paradigm [49, 50, 32] in the setting of difference
fields [33, 30]. More generally, define for f = ( 𝑓1, · · · , 𝑓𝑚) ∈ 𝐹𝑚𝑛 the solution set [22]

𝑉 (f, 𝐹𝑛) = {(𝑐1, · · · , 𝑐𝑚, 𝑔) ∈ 𝐶𝑚 × 𝐹𝑛 | 𝑐1 𝑓1 + · · · + 𝑐𝑛 𝑓𝑚 = Δ(𝑔)}.

Since this set forms a 𝐶-linear space with dimension no more than 𝑚 + 1 (see [33,
Cor. 3.1.1]), the task to solve the parameterized telescoping problem is covered by
computing a basis of 𝑉 (f, 𝐹𝑛). In [30, 35, 39, 42, 44] various improvements have been
elaborated how the parameterized telescoping can be tackled in the difference ring and
field approach.

As illustrated in [7, 16, 13, 8, 14]in symbolic integration, reduction based methods
can be used to significantly speed up the task to solve the parameterized telescoping
problem. Using our reduction based approach for Σ∗-extensions these ideas can be
exploited as follows.

For 1 ≤ 𝑖 ≤ 𝑚, we compute theΣ-pairs (𝑔𝑖 , 𝜙𝑛 ( 𝑓𝑖)) of 𝑓 w.r.t. the complete reduction
𝜙𝑛, i.e., we get

𝑓𝑖 = Δ(𝑔𝑖) + 𝜙𝑛 ( 𝑓𝑖).

Now the crucial observation is that applying 𝜙𝑛 to (27) yields

𝑐1𝜙𝑛 ( 𝑓1) + · · · + 𝑐𝑚𝜙𝑛 ( 𝑓𝑚) = 0 (28)

for the given 𝜙𝑛 ( 𝑓𝑖). This leads to a linear algebraic system 𝐿 in 𝑐1, . . . , 𝑐𝑚 and the task to
determine the (𝑐1, . . . , 𝑐𝑚) ∈ 𝐶𝑚 reduces to the problem to solve the system 𝐿 by linear
algebra methods. Suppose that we get the 𝐶-basis 𝐵 := {(𝑐𝑖,1, · · · , 𝑐𝑖,𝑚) | 1 ≤ 𝑖 ≤ 𝑗}
of 𝐿 for some 1 ≤ 𝑗 ≤ 𝑚. Then this leads immediately to the desired 𝐶-basis

{(0, . . . , 0, 1)} ∪ {(𝑐𝑖,1, · · · , 𝑐𝑖,𝑚, 𝑤𝑖) | 1 ≤ 𝑖 ≤ 𝑗}

of 𝑉 (f, 𝐹𝑛) with

𝑤𝑖 =

𝑚∑︁
ℓ=1

𝑐𝑖,ℓ𝑔ℓ ∈ 𝐹𝑛.

We remark that for the standard approach in difference rings and fields [30, 35, 39, 42, 44]
it is often a challenge to compute the expressions 𝑤𝑖 ∈ 𝐹𝑛; they usually blow up if one
brings them over a common denominator. Using complete reductions as a preprocessing
step to compute the Σ-pairs (𝑔𝑖 , 𝜙𝑛 ( 𝑓𝑖)) and to solve afterward the underlying linear
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system (28) to determine the 𝑐𝑖 , makes the reduction based methods so interesting and
will be explored further in future investigations.
Example 8 For the Σ∗-tower 𝐹2 over 𝐹0 given in Example 7, let f = ( 𝑓1, 𝑓2, 𝑓3) ∈ 𝐹3

2 ,
where

𝑓1 =
1 + 𝑡1 − 𝑡2 − 𝑥𝑡2
(1 + 𝑡1) (1 + 𝑥)

, 𝑓2 =
𝑥𝑡1 + 𝑡1 − 𝑥
(𝑥𝑡1 + 𝑡1 + 𝑥)𝑡1

and 𝑓3 =
3𝑡2

1 + 𝑡1
.

With the Algorithm CompleteReduction we compute Σ-pairs(
𝑡1, −

𝑡2
𝑡1 + 1

)
,

(
𝑥

𝑡1
, 0

)
, and

(
0,

3𝑡2
𝑡1 + 1

)
of 𝑓1, 𝑓2 and 𝑓3 w.r.t. 𝜙2, respectively. Thus there exist 𝑐1, 𝑐2, 𝑐3 ∈ 𝐶 such that

𝑐1 𝑓1 + 𝑐2 𝑓2 + 𝑐3 𝑓3 = Δ(𝑔)

for some 𝑔 ∈ 𝐹2 if and only if

𝑐1
−𝑡2
(1 + 𝑡1)

+ 𝑐2
3𝑡2
(1 + 𝑡1)

= 0.

From the linear system we compute the 𝐶-basis {(3, 0, 1), (0, 1, 0)}. Therefore,
{(0, 0, 0, 1) , (3, 0, 1, 3𝑡1) , (0, 1, 0, 𝑥/𝑡1)} is a 𝐶-basis of 𝑉 (f, 𝐹2).
Example 9 Given 𝑓 (𝑛, 𝑘) = 𝐻𝑘

𝑛−𝑘+1 , we are looking for 𝑐1, 𝑐2, 𝑐3 ∈ Q(𝑛) and 𝑔(𝑛, 𝑘)
such that the creative telescoping equation

𝑐1 𝑓 (𝑛, 𝑘) + 𝑐2 𝑓 (𝑛 + 1, 𝑘) + 𝑐3 𝑓 (𝑛 + 2, 𝑘) = 𝑔(𝑛, 𝑘 + 1) − 𝑔(𝑛, 𝑘) (29)

holds for all 𝑛 ≥ 0 and 0 ≤ 𝑘 ≤ 𝑛; the left-hand side is also called a telescoper and
𝑔(𝑛, 𝑘) is called the certificate. For this task, we take the rational function field𝐶 = Q(𝑛)
and construct the Σ∗-tower (𝐹2, 𝜎) over (𝐶, id) with 𝐹2 = 𝐶 (𝑥) (𝑡1) where 𝜎(𝑥) = 𝑥 + 1
and𝜎(𝑡1) = 𝑡1+1/(𝑥+1). In 𝐹2 we can represent 𝑓 (𝑛, 𝑘) by 𝑓1 = 𝑡1/(𝑛−𝑥+1), 𝑓 (𝑛+1, 𝑘)
by 𝑓2 = 𝑡1/(𝑛 − 𝑥 + 2) and 𝑓 (𝑛 + 2, 𝑘) by 𝑓3 = 𝑡1/(𝑛 − 𝑥 + 3). Let 𝜙 be the complete
reduction for Δ(𝐹2) on 𝐹2. Since 𝑓1 ∈ 𝐶 (𝑥) [𝑡1] whose the coefficient w.r.t. 𝑡1 is 𝜎-
simple and free of 1/𝑥, we have 𝜙( 𝑓1) = 𝑓1 and we get the Σ-pair (𝑔1, 𝜙( 𝑓1)) = (0, 𝑓1).
Applying Algorithm CompleteReduction to 𝑓2 and 𝑓3 produces the Σ-pairs

(𝑔2, 𝜙( 𝑓2)) =
(
− 𝑥𝑡1
(𝑛+2) (𝑛−𝑥+2) ,

𝑡1
𝑛−𝑥+1 +

1
(𝑛+2) (𝑛−𝑥+1)

)
,

(𝑔3, 𝜙( 𝑓3)) =
(

𝑡1
−𝑛+𝑥−3 +

𝑛𝑡1+3𝑡1+1
(𝑛+3) (−𝑛+𝑥−2) +

(2𝑛+5)𝑡1
(𝑛+2) (𝑛+3) ,

𝑡1
𝑛−𝑥+1 +

2𝑛+5
(𝑛+2) (𝑛+3) (𝑛−𝑥+1)

)
.

By linear system solving we find 𝑐1 = −𝑛 − 2, 𝑐2 = 2𝑛 + 5, 𝑐3 = −𝑛 − 3 such that

𝑐1𝜙( 𝑓1) + 𝑐2𝜙( 𝑓2) + 𝑐3𝜙( 𝑓3) = 0.

Taking 𝑔 = 𝑐1𝑔1+𝑐2𝑔2+𝑐3𝑔3 =
𝑛𝑡1+2𝑡1−1
𝑥−𝑛−2 −

𝑛𝑡1+3𝑡1
𝑥−𝑛−3 solves (27) with𝑚 = 3. Reinterpreting

the 𝑔 as 𝑔(𝑛, 𝑘) in terms of our given summation objects provides a solution of (29)
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and summing this equation over 𝑘 from 0 to 𝑛 and taking care of compensating terms
we obtain the linear recurrence

(−𝑛 − 2)𝑆(𝑛) + (2𝑛 + 5)𝑆(𝑛 + 1) + (−𝑛 − 3)𝑆(𝑛 + 2) = − 2
𝑛+2

for the sum 𝑆(𝑛) = ∑𝑛
𝑘=1 𝑓 (𝑛, 𝑘).

4.3 Well generated and reduced towers of 𝚺∗-extensions

Following [22] a tower of Σ∗-extensions (𝐹𝑛, 𝜎) over (𝐹0, 𝜎) with (24) is said to be
reduced over 𝐹0, if for each Σ∗-monomial 𝑡𝑖 with 1 ≤ 𝑖 ≤ 𝑛 the following property
holds: if there exist 𝑔𝑖 ∈ 𝐹𝑖−1 and 𝑟𝑖 ∈ 𝐹0 such that

Δ(𝑡𝑖) = Δ(𝑔𝑖) + 𝑟𝑖 , (30)

then Δ(𝑡𝑖) ∈ 𝐹0. Reduced Σ∗-towers can be useful to find closed forms of given sums
by using the following result; see [22] (compare also [33, Theorem 4.2.1] and [41,
Theorem 9]).

Theorem 5 (Karr’s fundamental theorem) Let (𝐹𝑛, 𝜎) be a reduced Σ∗-tower over
(𝐹0, 𝜎). Assume that 𝑓 ∈ 𝐹0 and 𝑔 ∈ 𝐹𝑛 such that 𝑓 = Δ(𝑔). Then

𝑔 =
∑︁
𝑖∈𝑆

𝑐𝑖𝑡𝑖 + 𝑤

where 𝑤 ∈ 𝐹0, 𝑐𝑖 ∈ 𝐶 and
𝑆 = {𝑖 | Δ(𝑡𝑖) ∈ 𝐹0}.

Given a Σ∗-tower, there are algorithms available in [34, 42], to decide algorithmically
if for given Δ(𝑡𝑖) ∈ 𝐹𝑛 there exist 𝑔𝑖 ∈ 𝐹𝑛 and 𝑟𝑖 ∈ 𝐹0 such that (30) holds. In particular,
this problem has been solved in [38, Thm. 6.1] using partially reduction-based ideas.
Then given any of these algorithms and using [41, Algorithm 1], one can compute
a reduced Σ∗-tower which is isomorphic to the input tower. These algorithms rely
on recursive reductions where one has to solve parameterized telescoping problems
in the fields below. With our reduction based methods presented above we can solve
this problem efficiently without solving explicitly any linear difference equation in the
subfields below.

In the following we make this result more precise. First we refine Σ∗-towers using
the construction of complete reductions and show afterwards that they are reduced.

Definition 9 Let (𝐹𝑛, 𝜎) with 𝐹𝑛 := 𝐹0 (𝑡1, · · · , 𝑡𝑛) be a Σ∗-tower over (𝐹0, 𝜎). If
Δ(𝑡𝑖) ∈ im(𝜙𝑖−1) for each 𝑖 with 1 ≤ 𝑖 ≤ 𝑛, then 𝐹𝑛 is said to be well generated.

Lemma 7 Any well generated Σ∗-tower (𝐹𝑛, 𝜎) over (𝐹0, 𝜎) is reduced over 𝐹0.

Proof. Suppose that 𝐹𝑛 is not reduced. Then we can take an 𝑖 with 1 ≤ 𝑖 ≤ 𝑛 and
Δ(𝑡𝑖) ∉ 𝐹0 such that there are 𝑔𝑖 ∈ 𝐹𝑖−1 and 𝑟𝑖 ∈ 𝐹0 with (30). Since Δ(𝑡𝑖) ∈ im(𝜙𝑖−1)
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and 𝜙𝑖−1 is idempotent, it follows that 𝜙𝑖−1 (Δ(𝑡𝑖)) = Δ(𝑡𝑖). Hence applying 𝜙𝑖−1 to
both sides of (30), it follows that Δ(𝑡𝑖) = 𝜙𝑖−1 (Δ(𝑔𝑖)) + 𝜙𝑖−1 (𝑟𝑖) = 𝜙𝑖−1 (𝑟𝑖). Moreover,
ind𝑖−1 (𝜙𝑖−1 (𝑟𝑖)) ≤ ind𝑖−1 (𝑟𝑖) by Corollary 5. So ind𝑖−1 (Δ(𝑡𝑖)) ≤ ind𝑖−1 (𝑟𝑖), which
implies that Δ(𝑡𝑖) ∈ 𝐹0, a contradiction. ⊓⊔

For difference fields (𝐹, 𝜎) and (𝐾, �̃�) a map 𝜏 : 𝐹 → 𝐾 is called a difference field
isomorphism if 𝜏 is a field isomorphism with �̃�(𝜏(𝑎)) = 𝜏(𝜎(𝑎)) for all 𝑎 ∈ 𝐹. In this
case we say that (𝐹, 𝜎) and (𝐾, �̃�) are isomorphic.

Next, we show how a Σ∗-tower can be transformed (via a difference ring isomor-
phism) to a well generated version; compare [41, Algorithm 1].

Proposition 5 Let (𝐹𝑛, 𝜎) be a Σ∗-tower over (𝐹0, 𝜎). Then there exists a well gen-
erated Σ∗-tower (𝐾𝑛, 𝜎) over (𝐹0, 𝜎) with 𝐾𝑛 = 𝐹0 (𝑢1, · · · , 𝑢𝑛) and a difference field
isomorphism 𝜏𝑛 from 𝐹𝑛 onto 𝐾𝑛 with 𝜏𝑛 |𝐹0 = id.

Proof. We proceed by induction on 𝑛. For the base case 𝑛 = 0 nothing has to be shown.
Assume that 𝑛 > 1 and that the conclusion holds for 𝑛 − 1. So there is a difference
field isomorphism 𝜏𝑛−1 from (𝐹𝑛−1, 𝜎) onto a well generated Σ∗-tower (𝐾𝑛−1, �̃�) with
𝜏𝑛−1 |𝐹0 = id. Then (𝐾𝑛−1 (�̃�𝑛), �̃�) with �̃�(𝑢𝑛) − 𝑢𝑛 = 𝜏𝑛−1 (Δ(𝑡𝑛)) is a Σ∗-extension
because 𝑡𝑛 is aΣ∗-monomial over 𝐹𝑛−1 and 𝜏𝑛−1 is an isomorphism. Moreover, It follows
from [39, Proposition 18] that 𝜏𝑛−1 can be extended to a difference field isomorphism
from 𝐹𝑛−1 (𝑡𝑛) to 𝐾𝑛−1 (�̃�𝑛) by sending 𝑡𝑛 to �̃�𝑛. On the other hand, there is a complete
reduction 𝜙𝑛−1 on 𝐾𝑛−1 for Δ(𝐾𝑛−1) by Theorem 3. Let (𝑔𝑛, 𝑟𝑛) be a Σ- pair of Δ(�̃�𝑛)
with 𝑟𝑛 = 𝜙𝑛−1 (Δ(�̃�𝑛)). It follows that 𝐾𝑛−1 (𝑢𝑛) with Δ(𝑢𝑛) = 𝑟𝑛 is a Σ∗-extension by
Corollary 1. Moreover, there is a difference isomorphism

𝜇 : 𝐾𝑛−1 (�̃�𝑛) −→ 𝐾𝑛−1 (𝑢𝑛)
�̃�𝑛 ↦→ 𝑢𝑛 + 𝑔𝑛.

with 𝜇 |𝐾𝑛−1 = id by [41, Lemma 21]. Thus 𝜇 is a difference field isomorphism and
therefore 𝜏𝑛 = 𝜇 ◦ 𝜏𝑛−1 establishes a difference isomorphism between 𝐹𝑛 and 𝐾𝑛. ⊓⊔

The following example illustrates that well-generated Σ∗-towers may help us to
reduce the depth of a given input sum.

Example 10 Let 𝐹2 := 𝐹0 (𝑡1, 𝑡2) and 𝑓 be given in Example 7. We transform 𝐹2 to a well
generated one. We start with the ground field 𝐹0 and take the isomorphism 𝜏 : 𝐹0 → 𝐹0
with 𝜏(𝑎) = 𝑎 for all 𝑎 ∈ 𝐹0. By Example 7, we find a Σ-pair (𝑡1 − 1/𝑥, 1/𝑥) of Δ(𝑡1).
It follows that 𝐹0 (𝑢1) with Δ(𝑢1) = 1/𝑥 is a Σ∗-extension by Corollary 1. Furthermore,
we extend the isomorphism 𝜏 to 𝜏 : 𝐹0 (𝑡1) → 𝐹0 (𝑢1) by sending 𝑡1 to 𝑢1 + 1/𝑥. Finally,
applying Algorithm CompleteReduction to 𝜏 (𝜎(𝑡1/𝑥)), we obtain the Σ-pair(

𝑢2
1

2
+ 𝑢1
𝑥
+ 1
𝑥2 ,

1
2𝑥2

)
,

which implies that 𝐹0 (𝑢1, 𝑢2) with Δ(𝑢2) = 1/2𝑥2 is a Σ∗-tower over 𝐹0. In addition,
the isomorphism can be further extended to 𝜏 : 𝐹0 (𝑡1, 𝑡2) → 𝐹0 (𝑢1, 𝑢2) with 𝜏(𝑡2) =
𝑢2 + 𝑢2

1/2 + 𝑢1/𝑥 + 1/𝑥2.



32 Shaoshi Chen, Yiman Gao, Hui Huang and Carsten Schneider

Consequently, 𝐾2 := 𝐹0 (𝑢1, 𝑢2) is a well generated Σ∗-tower over 𝐹0 and is isomorphic
to 𝐹2. Next, we simplify 𝜏( 𝑓 ) in 𝐾2. The result is

𝜏( 𝑓 ) = Δ

(
𝑢3

1
6
+ 𝑢1𝑢2

)
+ 1

3𝑥3 ,

which produces
𝑛∑︁
𝑘=1

1
𝑘

𝑘∑︁
𝑗=1

𝐻 𝑗

𝑗
=
𝐻3
𝑛

6
+ 𝐻𝑛𝐻

(2)
𝑛

2
+ 𝐻

(3)
𝑛

3
.

Compared with the right side of (26), we managed to reduce the nesting depth (the
number of recursive summation quantifiers) from 2 to 1.

5 Conclusion

In this article we combined ideas from the differential field [18] and difference field
setting [38] to derive a new algorithmic approach to solve the refined telescoping equa-
tion (2) in a tower of Σ∗-extensions that relies only on complete reductions. In particular,
we demonstrated that the complete reduction approach applied to summands in small
Σ-towers (with ∼ 3 generators) but involving big polynomials with large total degree
outperforms the telescoping algorithms of Sigma that rely on solving telescoping equa-
tions in subfields below (by using denominator and degree bounds and computing the
solution by recursive system solving). Further experiments (and enhanced implementa-
tions) will be necessary to compare these two different approaches for more complicated
towers of Σ∗-extensions.
In addition, we illustrated how these reduction based methods can be used to solve
parameterized telescoping (including creative telescoping as a special case) problems
and to reduce the nesting depth of the input sums. In particular, we connected our con-
structions to Karr’s reduced Σ∗-extensions in the context of his Fundamental Theorem
(see Theorem 5). Further developments will be necessary to link complete reductions
to more refined structural theorems derived in [41]. In particular, it will be interesting
to see how depth-optimal Σ∗-extensions [39] can be connected to complete reductions
in order to compute sum representations with minimal nesting depth more efficiently.

In general, we developed a general framework that solves the problem to compute
complete reductions in a tower of Σ∗-extensions if the problem can be solved in the
ground difference field (see Theorem 4 and Corollary 7). This will be the basis for
further investigations to extend the existing machinery. In particular, using results
from [15, 19, 12] it will be important to develop complete reductions for Π-extensions
and 𝑅Π-ring extensions [43, 44] in which one can model (𝑞–)hypergeometric products
and their mixed versions; for further details we refer to [45] and literature therein.

Finally, we remark that the proposed construction of complete reductions are inspired
by the differential case and thus these symbolic integration and summation approaches
can be compared straightforwardly. In this regard, a natural question is to which extend
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our results (like reducing the nesting depth of sums in complete reductions) can be
taken up to the differential field setting.
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