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Abstract. In this paper, we propose a general framework that extends the theory of permutation
patterns to higher dimensions and unifies several combinatorial objects studied in the literature.
Our approach involves introducing the concept of a “level” for an element in a multi-dimensional
permutation, which can be defined in multiple ways. We consider two natural definitions of a level,
each establishing connections to other combinatorial sequences found in the Online Encyclopedia
of Integer Sequences (OEIS).

Our framework allows us to offer combinatorial interpretations for various sequences found in the
OEIS, many of which previously lacked such interpretations. As a notable example, we introduce
an elegant combinatorial interpretation for the Springer numbers: they count weakly increasing
3-dimensional permutations under the definition of levels determined by maximal entries.
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1 Introduction

The field of permutation patterns is a popular and rapidly growing area of research [20]. In the lit-
erature, there have been successful attempts to extend the theory of permutation patterns to higher
dimensions through the introduction of multi-dimensional permutations, which can be defined in
several ways. In [31, 2, 3], the authors defined a multi-dimensional permutation as a sequence of
one-line permutations, with the first one being the natural order permutation 12 · · · n. Under this
definition, Zhang and Gildea [31] studied the hierarchical decomposition of multi-dimensional per-
mutations by considering them as alignment structures across sequences or visualizing them as the
result of permuting n hypercubes of certain dimensions; Asinoeski and Mansour [2] examined the
multi-dimensional generalization of separable permutations, providing both a characterization and
enumeration of these permutations; the authors in [3] generalized the concept of mesh patterns in
multi-dimensional permutations. Moreover, the authors in [10, 22, 24, 23] defined multi-dimensional
permutations from the perspective of high-dimensional analogues of permutation matrices and de-
rived their combinatorial properties. For our purposes, we define a multi-dimensional permutation
as a collection of permutations of the same length, expressed in one-line notation and arranged in
matrix form (see Section 2 for a formal definition). The elements of these permutations correspond
to the columns.

In this paper, we propose a general framework based on the notion of a pattern in a multi-
dimensional permutation. This framework allows us to provide new combinatorial interpretations
for various sequences studied in the literature and to unify several combinatorial objects appearing
in the Online Encyclopedia of Integer Sequences (OEIS) [27]. For example, the d-dimensional
hoe permutations, for d = 4, 5, 6 give, respectively, sequences A023000, A135518, A218734 in [27]
with no combinatorial interpretation (see Section 3.4), while c-bounded 3-dimensional permutations
under a canonical representation for c = 2, 3, 4 correspond to sequences A008776, A002023, A235702
in [27], respectively, with no common interpretation (see Section 4.4).

To extend permutation patterns to the multi-dimensional setting, we introduce the notion of a
level of an element in a multi-dimensional permutation, which is a function mapping each column
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to a non-negative integer. The notion of a level can be defined in multiple ways, two of which,
levMax and levSum, are studied in this paper, each revealing interesting connections to known
combinatorial objects. levMax(C) returns the maximal entry in a column C, while levSum(C) sums
the entries of C. It is noteworthy that some of the involved research questions for levMax have
trivial solutions for levSum, and conversely. This observation holds generally: certain challenging
research problems under one definition of level may have straightforward solutions under the other,
and vice versa.

Our most intriguing results focus on enumerating multi-dimensional permutations under levMax.
One notable finding is the connection between certain 3-dimensional permutations and sequence
A008971 in [27], which counts (2-dimensional) permutations of length n with k increasing runs
of length at least 2, as discussed in [9, Chapter 10]. This leads us to introduce, in Theorem 3.5,
an alternative form for the exponential generating function of these numbers, as provided in [27,
A008971] and derived by Zhuang [32] through the application of Gessel’s run theorem [12].

Another significant result for multi-dimensional permutations under levMax, demonstrated in
Section 3.2, is that weakly increasing 3-dimensional permutations are enumerated by the Springer
numbers. This important class of numbers, rooted in representation theory, encompasses various
combinatorial interpretations. For example, Arnol’d [1] showed that the Springer numbers enumer-
ate a signed-permutation analogue of the alternating permutations, involving the notion of “snakes
of type Bn”. Several other combinatorial objects are also enumerated by the Springer numbers:
Weyl chambers in the principal Springer cone of the Coxeter group Bn [29], topological types of
odd functions with 2n critical values [1], labeled ballot paths [8], certain classes of complete binary
trees and plane rooted forests [17], and up-down permutations of even length fixed under reverse
and complement [15]. Additionally, the Springer numbers are studied in relation to the classical
moment problem [28].

This paper is organized as follows. In Section 2, we introduce all necessary definitions and
notations, including levels and patterns in multi-dimensional permutations. Section 3 is devoted
to the study of properties of patterns in multi-dimensional permutations when levels are defined
by levMax. In particular, we explicitly derive exponential generating functions for weakly in-
creasing and unimodal 3-dimensional permutations under levMax. Additionally, we investigate
real-rootedness of certain relevant polynomials. In Section 4, we define and study several types
of special permutations when the levels are defined by levSum. Finally, in Section 5, we provide
concluding remarks and suggest some problems for further research.

2 Multi-dimensional permutations, levels, and patterns

In this section, we will introduce the definitions and notations related to multi-dimensional per-
mutations. Specifically, we will define the notion of “level” to analyze “pattern” occurrences in
multi-dimensional permutations, which will be detailed in Subsections 2.1 and 2.2, respectively.

Firstly, we follow [3] to define the notion of a multi-dimensional permutation. Due to technical
reasons (which will become clear after we introduce the notion of a level, specifically levSum), we
need to assume that permutations in the symmetric group Sn involve elements from {0, 1, . . . , n−1}
instead of the more typical {1, 2, . . . , n}.

Let π = π1π2 . . . πn be a permutation of length n (n-permutation) in Sn. As written, π is in
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one-line notation, while its two-line notation is

π =

(

0 1 . . . n− 1
π1 π2 . . . πn

)

.

A d-dimensional permutation Π of length n (or d-dimensional n-permutation, or (d, n)-permutation)
is an ordered (d − 1)-tuple (π2, π3, . . . , πd) of n-permutations where for each 2 ≤ i ≤ d, πi =
πi
1π

i
2 . . . π

i
n ∈ Sn. For example, (201, 201, 120) is a 4-dimensional permutation of length 3. We let

Sd
n denote the set of d-dimensional permutations of length n. Note that S2

n corresponds naturally
to Sn, hence “usual” permutations are 2-dimensional permutations. We also generalize two-line
notation to d-line notation and we write

Π =



















0 1 . . . n− 1

π2
1 π2

2 . . . π2
n

π3
1 π3

2 . . . π3
n

...
...

. . .
...

πd
1 πd

2 . . . πd
n



















=



















π1
1 π1

2 . . . π1
n

π2
1 π2

2 . . . π2
n

π3
1 π3

2 . . . π3
n

...
...

. . .
...

πd
1 πd

2 . . . πd
n



















,

so that Π corresponds naturally to a d×n matrix. It is also helpful to let π1 denote the permutation
01 . . . (n− 1) so that we can succinctly write

Π =
{

πi
j

}

1≤i≤d
1≤j≤n

.

Motivated by two-line notation, we say that the columns of this matrix represent the elements
of Π which we denote by Πi. In particular, we write Π = Π1Π2 . . .Πn where Πi is the d-tuple
(i− 1, π2

i , π
3
i , . . . , π

d
i )

T . For example, if Π = (π1, π2, π3) is a 3-dimensional permutation of length 5
with π2 = 01423 and π3 = 40132, then we write

Π =





π1

π2

π3



 =





0 1 2 3 4
0 1 4 2 3
4 0 1 3 2



 (2.1)

or Π = Π1Π2Π3Π4Π5 where Π1 = (0, 0, 4)T , Π2 = (1, 1, 0)T , Π3 = (2, 4, 1)T , Π4 = (3, 2, 3)T ,
Π5 = (4, 3, 2)T . However, throughout this paper, we usually omit π1, so d-dimensional permutations
are typically represented by d − 1 rows and slightly abusing the notation, the i-th element (the
i-th column with d − 1 elements) is still denoted by Πi. This will never cause any confusion.
Furthermore, we sometimes concern about the case of π2 = 01 . . . (n − 1). Specifically, given a
subset T of Sd

n, let C(T ) denote the subset of T consisting of those canonical permutations, i.e., the
permutations Π = (π2, π3, . . . , πd) with π2 = 01 . . . (n− 1).

2.1 Levels

In considering the extension of results on permutation patterns to the multi-dimensional case,
similar to previous work such as [2, 3, 31], we encounter the need to compare two elements in a
multi-dimensional permutation. A natural way to compare two elements is via the notion of a
level of an element Πi in Π ∈ Sd

n, denoted by level(Πi), which is simply a function mapping Πi to
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a non-negative integer. We let level(Π) = (level(Π1), . . . , level(Πn)) be the vector of levels of Π.
Furthermore, we let levelmin(Π) (resp. levelmax(Π)) be the minimum (resp., maximum) entry in
level(Π).

The introduction of levels allows for the comparison of elements within a multi-dimensional
permutation, extending and generalizing the classical theory of permutation patterns to higher
dimensions. It is important to note that if we define the level in such a way that any two distinct
elements in a multi-dimensional permutation correspond to distinct levels (for instance, by defining
the level vector of a permutation Π = (π2, π3, . . . , πd) to be π2), then such definitions are equivalent
across our framework and therefore lacks novelty. Consequently, we focus on level functions that
may lead to some repeated entries in the level vectors of certain permutations, as these present
more interesting and non-trivial structures. Specifically speaking, in this paper, we focus on two
ways to define the function level:

• levMax(Πi) is the maximum entry in Πi, and

• levSum(Πi) is the sum of all d− 1 entries in Πi.

For example, for the 4-dimensional permutation in (2.1) (with the increasing top row removed),
levMax(Π) = (4, 1, 4, 3, 4), levMax(Π2) = levMaxmin(Π) = 1, levMaxmax(Π) = 4, levSum(Π) =
(4, 2, 7, 8, 9), levSummin(Π) = 2, and levSummax(Π) = 9.

Note that for levSum, each level in {0, 1, . . . , (d−1)(n−1)} is attainable among all permutations
in Sd

n. This is the reason we set the minimum element in a permutation in Sn to be 0 rather than 1.
Otherwise, for example, level 1 would never be achievable for d ≥ 3, along with some other levels
depending on the value of d.

2.2 Patterns

In this subsection, we will review the classical pattern occurrences in the 2-dimensional case and
then generalize this concept to the multi-dimensional case.

In the 2-dimensional case, a permutation π1π2 . . . πn ∈ Sn contains an occurrence of a pattern
p = p1p2 . . . pk ∈ Sk if there is a subsequence πi1πi2 . . . πik such that πij < πim if and only if pj < pm.
A permutation avoids a pattern if it contains no occurrences of the pattern. To match the notation
used in the permutation patterns literature, such as in [20], we assume that a pattern consist of
the elements in {1, 2, . . . , k} rather than {0, 1, . . . , k− 1}. For example, the permutation π = 21034
avoids the pattern 231 while π contains three occurrences of the pattern 123 (the subsequences 234,
134, and 034).

There are myriad ways to introduce the concept of pattern occurrences in multi-dimensional
permutations. For example, we can view such a permutation as a matrix and explore occurrences
of various 2-dimensional patterns, similar to previous work [18, 21] with binary matrices. However,
our focus lies in the straightforward extension (or generalization) of the 2-dimensional case to multi-
dimensions by seeking pattern occurrences in vectors of permutation levels. This approach allows
us to compare any two elements in a multi-dimensional permutation, leading us to introduce the
notion of a level. Additionally, in contrast to the two-dimensional case where for each pair (a, b)
of elements either a < b or a > b, in the case of d-dimensional permutations, d ≥ 3, it is also
possible that a = b. Therefore, we study occurrences of patterns in sequences using the alphabet
{0, 1, . . .} [16], bearing in mind that the same word can appear multiple times, while some other
words may never appear.
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Formally, a permutation Π = Π1 . . .Πn ∈ Sd
n contains an occurrence of a pattern p = p1p2 . . . pk

(which is a word over an alphabet A = {1, . . . , s} for some s ≤ k and each letter in A occurs in
p) if there is a subsequence Πi1Πi2 . . .Πik such that level(Πij ) < level(Πim) (resp., level(Πij ) =
level(Πim)) if and only if pj < pm (resp., pj = pm). We are particularly interested in consecutive
patterns, in occurrences of which elements stay next to each other (i.e., i2 = i1 + 1, i3 = i2 + 1, etc
in the definition of an occurrence of a pattern). To distinguish consecutive patterns, we underline
them, like 11, 12, 21, 121, 123, etc, precisely as it is done in [20]. We note that occurrences of 11
are also known in the literature as plateaux or levels in words; however, we reserve the term “level”
for another purpose. Additionally, occurrences of the patterns 12 and 21 are referred to in the
literature as ascents and descents, respectively, with the respective numbers denoted by asc and
des. Let p(Π) denote the number of occurrences of a pattern p in a permutation Π. For example,
for the 4-dimensional permutation Π in (2.1), we have

• under levMax: levMax(Π) = (4, 1, 4, 3, 4), 11(Π) = 0, 12(Π) = asc(Π) = 2, 21(Π) = des(Π) =
2, 212(Π) = 4, 123(Π) = 122(Π) = 1 and 321(Π) = 0.

• under levSum: levSum(Π) = (4, 2, 7, 8, 9), 11(Π) = 0, 12(Π) = asc(Π) = 3, 21(Π) = des(Π) =
1, 1234(Π) = 2 and 213(Π) = 3.

For any fixed pattern p and chosen notion of level, Sd
n(p) denotes the set of permutations in Sd

n

that avoid the pattern p.

3 levMax: levels defined by maximal entries

In this section, we will explore several patterns in multi-dimensional permutations under levMax.
Our results concerning levMax primarily focus on three-dimensional permutations, including per-
mutations with k levels repeated, weakly increasing permutations, and unimodal permutations.
Although generalizing from three dimensions to higher dimensions is challenging for most enumer-
ation problems, we have nevertheless obtained some results regarding general multi-dimensional
permutations, such as the enumeration of a special class of unimodal permutations which we refer
to as “hoe permutations” in Sd

n and the total number of plateaux among all permutations in Sd
n.

3.1 Permutations in S3
n with k levels repeated

In this subsection, we consider the enumeration of those canonical permutations in S3
n with exactly

k levels repeated, denoted by Rn, k. That is,

Rn, k := |{Π ∈ C(S3
n) : there are exactly k distinct levels repeated twice in Π}|.

For example, the permutation
(

0 1 2 3 4 5 6
1 2 4 5 3 0 6

)

∈ C(S3
7)

contributes to the count of R7, 2 since levels 4 and 5 are the only ones repeated in it.
In the study of these numbers, we derive their recurrence relations and bivariant exponential

generating functions. Furthermore, we obtain the real-rootedness of the generating functions of
these numbers with n fixed. Notably, the research of Rn, k is not only intriguing in its own right
but also plays a crucial role in deriving enumeration results for weakly increasing and unimodal
permutations, which will be discussed in the following subsections.
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3.1.1 Recurrence relations

Our first goal is to derive the recurrence relations for Rn, k in a purely combinatorial manner. This
recurrence relation was, in fact, first obtained by David and Barton [9, page 163] in their study of
increasing runs of permutations. Using techniques of context-free grammar [7], Ma [26] also derived
the same recurrence relation.

Theorem 3.1. For n ≥ 1 and k ≥ 1, we have

Rn, k = (2k + 1)Rn−1, k + (n− 2k + 1)Rn−1, k−1 (3.1)

with Rn, 0 = 1 for any n ≥ 0 and R0, k = 0 for any k ≥ 1.

Proof. Consider two elements at the same level ℓ as a pair. We refer to this pair as being on
level ℓ. Then, there are three ways to obtain a permutation Π ∈ C(S3

n) with exactly k pairs from a
permutation Π′ ∈ C(S3

n−1) by inserting two “n− 1” entries:

Case 1: If we insert the element (n−1, n−1)T at the end of the permutation Π′, then the number
of pairs of repeated levels remains unchanged, resulting in Rn−1, k choices for selecting Π′. This
contributes the term Rn−1, k to the right-hand side of Equation (3.1).

Case 2: Choose an element (x, y)T and replace it with (x, n − 1)T . Then insert the element
(n−1, y)T at the end of the resulting permutation. There are two cases to choose the element (x, y)T :

Case 2(a): If the level of the chosen element (x, y)T is repeated in Π′, the insertion removes one
pair on level max{x, y} and creates a new pair on level n−1, resulting in Π′ having exactly k pairs.
The number of choices for the element (x, y)T is 2k. This contributes 2kRn−1, k to the right-hand
side of Equation (3.1).

Case 2(b): If the element (x, y)T is at a unique level, then this insertion creates a new pair
“(x, n − 1)T and (n− 1, y)T ”, requiring Π′ to have exactly k − 1 pairs. The number of choices for
the element (x, y)T is n−1−2(k−1). This contributes (n−1−2(k−1))Rn−1, k−1 to the right-hand
side of Equation (3.1).

By combining the disjoint cases discussed above, we derive Equation (3.1). Moreover, it is clear
that Rn, 0 = 1, and R0, k = 0.

The special cases for k = 1, 2, 3, match sequences in the OEIS [27]:

Rn, 1 =
1
4 (3

n − 2n − 1) [27, A000340]

Rn, 2 =
1
16

(

5n − (2n − 1)3n + 2n2 − 2n− 2
)

[27, A000363]

Rn, 3 =
1

192

(

3 · 7n − (6n− 9)5n + (6n2 − 18n + 3)3n − 4n3 + 18n2 − 8n− 15
)

[27, A000507]

Note that for k = 1, we provide the first known combinatorial interpretation for this sequence.
Additionally, for k = 2 and k = 3, there are known combinatorial interpretations for the respective
sequences. These interpretations correspond to the number of n-permutations with exactly 2 or
3 increasing runs of length at least 2, respectively. In general, Rn, k is given by A008971 in [27],
the triangle read by rows, where the (n, k)-th element is the number of n-permutations with k
increasing runs of length at least 2, see [9, 26] for the details. This follows easily from the fact (by
inserting element n in an (n − 1)-permutation) noted in [27, A008971] that the sequence satisfies
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exactly the same recurrence relation as Equation (3.1). A bijective proof of the noted connection
can be readily obtained by matching Cases 1 and 2(a) with the insertion of n at the beginning of
the permutation or at the end of an increasing run, while matching Case 2(b) with the remaining
possibilities to insert n.

3.1.2 Generating functions

We are now prepared to provide the explicit formula for the bivariate exponential generating func-
tion of Rn, k. While Zhuang [32] has provided a proof of this formula using Gessel’s run theorem
[12], we demonstrate it by solving the associated partial differential equations.

Let

R(x, y) :=
∑

n, k≥0

Rn, k

n!
xnyk, (3.2)

and

R∗, k(x) := R(x, 1) =
∑

n≥0

Rn, k

n!
xn, and Rn, ∗(y) :=

∑

k≥0

Rn, ky
k.

In order to derive the explicit formula for R(x, y), we need to consider the recurrence relations
of the generating functions of Rn, k with n or k fixed.

Theorem 3.2. For k ≥ 1, we have

R∗, k(x) = (2k + 1)

∫ x

0
R∗, k(t) dt+ xR∗, k−1(x) + (1− 2k)

∫ x

0
R∗, k−1(t) dt, (3.3)

and

R∗, 0(x) = ex. (3.4)

Proof. For k = 0, according to Theorem 3.1, we have Rn, 0 = 1. Therefore,

R∗, 0(x) =
∑

n≥0

xn

n!
= ex.

For k ≥ 1, using Equation (3.1), we have

R∗, k(x) =
∑

n≥1

1

n!
((2k + 1)Rn−1, k + (n− 2k + 1)Rn−1, k−1) x

n

= (2k + 1)
∑

n≥1

Rn−1, k

n!
xn +

∑

n≥1

Rn−1, k−1

(n− 1)!
xn + (1− 2k)

∑

n≥1

Rn−1, k−1

n!
xn

= (2k + 1)

∫ x

0
R∗, k(t) dt+ xR∗, k−1(x) + (1− 2k)

∫ x

0
R∗, k−1(t) dt.

By applying the above theorem, it is straightforward to obtain the following partial differential
equation for R(x, y).
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Theorem 3.3. We have

R(x, y)− 2(y − 1)y
∂R(x, y)

∂y
+ (xy − 1)

∂R(x, y)

∂x
= 0. (3.5)

Proof. By the definition of R(x, y) and from Equations (3.3) and (3.4), we have

R(x, y) = ex +
∑

k≥1

R∗, k(x)y
k

= ex +
∑

k≥1

(∫ x

0
R∗, k(t) dt

)

yk +
∑

k≥1

2k

(∫ x

0
R∗, k(t) dt

)

yk

+ x
∑

k≥1

R∗, k−1(x)y
k +

∑

k≥1

(1− 2k)

(
∫ x

0
R∗, k−1(t) dt

)

yk

= ex +

∫ x

0





∑

k≥1

R∗, k(t)y
k



 dt+ 2y

∫ x

0





∑

k≥1

kR∗, k(t)y
k−1



 dt+ xy
∑

k≥0

R∗, k(x)y
k

− y

∫ x

0





∑

k≥0

R∗, k(t)y
k



 dt− 2y2
∫ x

0





∑

k≥0

kR∗, k(t)y
k−1



dt

= ex +

(∫ x

0
R(t, y)− ex

)

dt+

∫ x

0
2y

∂R(t, y)

∂y
dt+ xyR(x, y)

− y

∫ x

0
R(t, y) dt− 2y2

∫ x

0

∂R(t, y)

∂y
dt

=(1− y)

(

2y

∫ x

0

∂R(t, y)

∂y
dt+

∫ x

0
R(t, y) dt

)

+ xyR(x, y).

By taking the partial derivative with respect to y on both sides of the above equation, we obtain

∂R(x, y)

∂x
= (1− y)

(

2y
∂R(x, y)

∂y
+R(x, y)

)

+ yR(x, y) + xy
∂R(x, y)

∂x
,

which is clearly equivalent to the desired equation.

In fact, the partial differential equation (3.5) has a unique power series solution satisfying the
given boundary conditions.

Lemma 3.4. Let F1(x) =
∑

n≥0 snx
n ∈ Q[[x]] and F2(y) =

∑

k≥0 s
′
ky

k ∈ Q[[y]] be two power series
such that s0 = s′0. Then the equation system







F(x, y) − 2(y − 1)y
∂F(x, y)

∂y
+ (xy − 1)

∂F(x, y)

∂x
= 0,

F(x, 0) = F1(x), F(0, y) = F2(y)

(3.6)

has a unique power series solution F(x, y) ∈ Q[[x, y]].

9



Proof. Assume that F(x, y) =
∑

n, k≥0 an, kx
nyk is a power series solution of the equation sys-

tem (3.6). Then substituting it into the equation system (3.6), we have



















∑

n, k≥0

an, kx
nyk − 2(y − 1)y

∑

n, k≥0

an, kkx
nyk−1 + (xy − 1)

∑

n, k≥0

an, knx
n−1yk = 0,

∑

n≥0

an,0x
n =

∑

n≥0

snx
n,

∑

k≥0

a0,ky
k =

∑

k≥0

s′ky
k.

Comparing the coefficients of the power series, we obtain the following equivalent equation with
respect to the sequence (an, k)n, k≥0:











nan, k = (2k + 1)an−1,k + (n− 2k + 1)an−1,k−1, n, k ≥ 1,

an,0 = sn, n ≥ 0

a0,k = s′k, k ≥ 0.

(3.7)

It is clear that the system of equations (3.7) has a unique sequence solution, and thus the sys-
tem (3.6) has a corresponding unique power series solution.

Finally, we can derive an explicit formula for R(x, y). This formula provides an alternative form
of

p(x, y) =

√
1− y√

1− y cosh(x
√
1− y)− sinh(x

√
1− y)

,

which was presented in [32] as the exponential generating function for n-permutations with k
increasing runs of length at least 2.

Theorem 3.5. We have

R(x, y) =

√
y − 1√

y − 1 cos(x
√
y − 1)− sin(x

√
y − 1)

. (3.8)

Proof. Combining Theorems 3.3 and 3.4, we can give an explicit formula for R(x, y) by solving
Equation (3.3) and verifying the boundary conditions R(x, 0) = ex and R(0, y) = 1 directly.

3.1.3 Real-rootedness

Now we discuss the real-rootedness of Rn, ∗(y). Let us review some definitions and results on the
generalized Sturm sequence. Given two real-rooted polynomials f(x) and g(x) with nonnegative
real coefficients, let {ri} and {sj} be all roots of f(x) and g(x) in nonincreasing order, respectively.
We say that g(x) interlaces f(x), denoted by g(x) 4 f(x), if either deg f(x) = deg g(x) = n and

sn ≤ rn ≤ sn−1 ≤ rn−1 ≤ · · · ≤ s1 ≤ r1,

or deg f(x) = deg g(x) + 1 = n and

rn ≤ sn−1 ≤ rn−1 ≤ · · · ≤ s1 ≤ r1.

Following Liu and Wang [25], let a 4 bx + c for any real numbers a, b, c, and let f(x) 4 0 and
0 4 f(x) for any real-rooted polynomial f(x). Moreover, we say that f(x) is standard if f(x) = 0
or its leading coefficient is positive. Let {fn(x)}n≥0 be a sequence of standard polynomials. If
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for all n ≥ 0, we have fn(x) 4 fn+1(x) and fn(x) is real-rooted, then {fn(x)}n≥0 is said to be a
generalized Sturm sequence. For surveys on this topic, we refer readers to Stanley [30], Brenti [5],
and Brändén [4].

Liu and Wang [25] provided a unified criterion for determining whether a polynomial sequence
is a generalized Sturm sequence, and it is useful to prove the real-rootedness of a polynomial.

Lemma 3.6. ([25], Corollary 2.4) Let {fn(x)}n≥0 be a sequence of polynomials with nonnegative
coefficients with deg fn(x) = deg fn−1(x) or deg fn−1(x)+1, which satisfies the following conditions:

(a) f0(x) and f1(x) are real-rooted polynomials with f0(x) 4 f1(x).

(b) There exist polynomials an(x), bn(x), cn(x) with real coefficients such that

fn(x) = an(x)fn−1(x) + bn(x)f
′
n−1(x) + cn(x)fn−2(x).

If for all x ≤ 0, we have bn(x) ≤ 0 and cn(x) ≤ 0, then {fn(x)}n≥0 forms a generalized Sturm
sequence.

Theorem 3.7. The polynomial sequence {Rn, ∗(y)}n≥0 is a generalized Sturm sequence. In partic-
ular, the polynomials Rn, ∗(y) are real-rooted.

Proof. Firstly, from Equation (3.1), we can derive the following recurrence relation for Rn, ∗(y):

Rn, ∗(y) = ((n − 1)y + 1)Rn−1, ∗(y)− 2y(y − 1)R′
n−1,(y), for n ≥ 1, (3.9)

and the initial conditions are R0, ∗(y) = R1, ∗(y) = 1. Now by Lemma 3.6, we only need to show
that degRn, ∗(y) =

⌊

n−1
2

⌋

by verifying that Rn, k > 0 if and only if 0 ≤ k ≤ ⌈n−1
2 ⌉.

We proceed by induction on n ≥ 1. The base case is trivial since R1, ∗(y) = 1. For n > 1,
assume that Rn−1, k > 0 if and only if 0 ≤ k ≤ ⌈n−2

2 ⌉. By Equation (3.1), we have Rn, k ≥
(n − 2k + 1)Rn−1, k−1 > 0 for 0 ≤ k ≤ ⌈n−1

2 ⌉. If k > ⌈n−1
2 ⌉+ 1, then k > k − 1 > ⌈n−1

2 ⌉ ≥ ⌈n−2
2 ⌉,

so Rn−1, k = Rn−1, k−1 = 0, implying that Rn, k = 0. Now, assume that k = ⌈n−1
2 ⌉ + 1. Then

Rn−1, k = 0. If n is odd, then k = n−1
2 + 1, and thus n− 2k + 1 = 0. If n is even, then k = n

2 + 1,
so k − 1 = n

2 > n−2
2 = ⌊n−2

2 ⌋, implying that Rn−1, k−1 = 0. Therefore, Rn, ⌈n−1

2
⌉+1 = 0, and this

completes the proof.

Note that Ma [26] also presented Equation (3.9) and obtained the real-rootedness of the relevant
polynomials.

3.2 Weakly increasing permutations in S
3
n

This subsection is devoted to presenting some enumeration results for weakly increasing permuta-
tions in S3

n. Notably, we present two proofs to show that these permutations can be counted by
the Springer numbers.

We begin by providing the relevant definitions. A weakly increasing permutation is defined as
a permutation that avoids the pattern 21 (equivalently, as a permutation that avoids the pattern
21). Let

Wn := |S3
n(21)| = |{Π ∈ S3

n : Π is weakly increasing}|.
We next present the following theorem, which establishes a connection between weakly increasing
permutations and permutations in S3

n with k levels repeated.
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Theorem 3.8. For n ≥ 0, we have

Wn =
∑

k≥0

2kRn, k. (3.10)

Proof. It is clear that any weakly increasing permutation can be obtained from a canonical permuta-
tion counted by Rn, k by fixing the order of elements at the same level in 2k ways and then arranging
all elements in weakly increasing order. Summing over all possible k, we obtain Equation (3.10),
as desired.

Let

W(x) :=
∑

n≥0

Wn

n!
xn

be the exponential generating function for weakly increasing permutations. We can derive an
explicit formula for W(x) as follows.

Theorem 3.9. We have

W(x) =
1

cos(x)− sin(x)
. (3.11)

Proof. By Equation (3.10), we have

W(x) =
∑

n≥0

∑

k≥0

2kRn, k

n!
xn = R(x, 2),

which yields Equation (3.11) by using Equation (3.8).

The exponential generating function (3.11) of the numbers Wn corresponds to that for sequence
A001586 in [27]. This shows that weakly increasing permutations are counted by the Springer
numbers Sn [13, 14, 29], thus providing another combinatorial interpretation for these numbers.

Most recently, Han et al. [15] proved a conjecture by Callan that the number of up-down
permutations of even length fixed under reverse and complement are given by the Springer numbers.
Examples of such permutations are 1302, 251403 and 46570213. This combinatorial interpretation
can be seen as one of the easiest to define. The approach taken to prove Callan’s conjecture in [15]
involved deriving the following relationship between the Springer numbers and the Euler numbers:

Sn =

n−1
∑

k=0

(

n− 1

k

)

2kEkSn−k−1, (3.12)

where the Euler numbers En are defined by the exponential generating function

E(x) :=
∑

n≥0

En
xn

n!
= secx+ tan x. (3.13)

In the rest of this subsection, we provide another proof of Theorem 3.9 by deriving the recur-
rence relation (3.15), similar to the relation (3.12). For this purpose, we introduce the following
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definitions. Given a permutation π = π1π2 · · · πn ∈ S2
n, a peak in π is an index i such that πi−1 < πi

and πi+1 < πi, for 2 ≤ i ≤ n− 1. Let

Pn, k = |{π ∈ S2
n : π has exactly k peaks}|,

and let

P(x, y) :=
∑

n, k≥0

Pn, k

n!
xnyk.

After simplifying the original expression for P(x, y) in [19, Corollary 23], we obtain the following
lemma.

Lemma 3.10. ([19]) We have

P(x, y) =

√
y − 1√

y − 1− tan(x
√
y − 1)

. (3.14)

By applying the above lemma, we derive the following recurrence relation for the numbers Wn.
Considering the relation (3.12), this provides an alternative proof of Theorem 3.9.

Theorem 3.11. For n ≥ 1, we have

Wn =
n−1
∑

k=0

(

n− 1

k

)

2kEk Wn−k−1 . (3.15)

Proof. For each permutation Π ∈ S3
n(21), we can decompose it uniquely into two fragments. One

fragment is of the following form:

(n− 1, a1)
T , (a1, a2)

T , (a2, a3)
T , . . . , (ak−1, ak)

T , (ak, n− 1)T , (3.16)

where the ai’s are distinct numbers. If k = 0, then this fragment consists of exactly one element:
(n − 1, n − 1)T . The other fragment consists of the remaining elements of Π. Both fragments are
in the same order as they appear in the original permutation Π. Note that the decomposition is
unique and reversible since no two elements on the same level can be in different fragments. We
need to prove the following claim:
Claim: Given a positive integer k, the number of possible fragments of the form (3.16) is

k
∑

ℓ=0

Pk, ℓ2
ℓ+1.

Proof of Claim. We identify the fragment in (3.16) with a permutation π = a1a2 · · · ak ∈ S2
k .

Then, for 2 ≤ i ≤ k − 1, the collection in (3.16) contains a pair on level ai if and only if ai−1 < ai
and ai+1 < ai, which indicates that i is a peak in π. Thus, if π has ℓ peaks, then the fragment in
(3.16) contains exactly ℓ+ 1 pairs of elements at the same level. Moreover, there are 2ℓ+1 ways to
determine the internal sorting of these elements. Therefore, the number of ways to form a fragment
of the form (3.16) is

∑k
ℓ=0 Pk, ℓ2

ℓ+1, as desired.
In the recurrence relation (3.15), k denotes the number of ai’s in the first fragment, and those

entries a1, a2, . . . , ak can be chosen in
(

n−1
k

)

ways. For the second fragment, there are Wn−k−1
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choices, since we can first choose a weakly increasing permutation of length n − k − 1 and then
replace i in this permutation, 0 ≤ i ≤ n − k − 2, with the i-th smallest element in {0, 1, . . . , n −
2}\{a1, . . . , ak}. Thus, it remains to show that for k ≥ 1,

k
∑

ℓ=0

Pk, ℓ2
ℓ+1 = 2kEk,

by using the above claim.
On the one hand, by substituting t = 2x in Equation (3.13), we obtain that

∑

k≥1

Ek2
k x

k

k!
= tan(2x) + sec(2x) − 1

=
2 tan(x)

1− tan2(x)
+

1− cos2(x) + sin2(x)

cos2(x)− sin2(x)

=
2 tan(x)

1− tan2(x)
+

2 tan2(x)

1− tan2(x)

=
2 tan(x)

1− tan(x)
.

On the other hand, by applying Lemma 3.10, we get

∑

k≥1

(

k
∑

ℓ=0

Pk, ℓ2
ℓ+1

)

xk

k!
= 2(P(x, 2) − 1) =

2

1− tan(x)
− 2 =

2 tan(x)

1− tan(x)
,

which coincides with the exponential generating function for Ek2
k and completes the proof.

3.3 Unimodal permutations in S3
n

This subsection is devoted to the study of the total number of unimodal permutations in S3
n. More

preciously, we establish a connection between this number and Rn, k, and further derive the precise
formula for its exponential generating function using the results in Subsection 3.1.

A unimodal permutation is a permutation whose vector of levels begins with several (possibly
none) ascents, followed by several (possibly none) descents. Examples of unimodal permutations
include:

(

3 4 2 0 1
1 4 3 2 0

)

,

(

0 1 2 3 4
0 1 2 3 4

)

and

(

1 4 5 6 3 2 0
0 2 3 6 5 4 1

)

.

Let
Un = |{Π ∈ S3

n : Π is unimodal}|,
and set U0 = 0. Then Un can be expressed in terms of the numbers R(n, k), as stated in the next
theorem.

Theorem 3.12. For n ≥ 1, we have

Un =
∑

k≥0

2n−k−1Rn−1, k. (3.17)
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Proof. Note that any unimodal permutation in S3
n must include the element Πi = (n− 1, n − 1)T ,

for some i, 1 ≤ i ≤ n. As in the proof of Theorem 3.1, we treat two elements at the same level
as a pair. To determine the number of unimodal permutations Π in S3

n, we count the possible
arrangements of n− 1 elements to the left and to the right of Πi.

Suppose that the number of pairs of elements at the same level is k, with k ≥ 0. Then, we need
to arrange the two elements of each pair on opposite sides of the element Πi, providing us with 2k

choices. Following this, we need to decide how to arrange the remaining n−1−2k elements, which
gives us 2n−1−2k choices for their placements. In this way, to obtain n− 1 elements with exactly k
pairs, we first select a set of elements with k pairs that can form a permutation Π ∈ S3

n−1 in Rn−1, k

ways. Thus, the total count becomes 2n−k−1Rn−1, k.
Summing over all possible k, we obtain Equation (3.17).

Let

U(x) :=
∑

n≥0

Un

n!
xn.

Then we can derive an explicit formula for U(x) by applying the above theorem together with
Theorem 3.5.

Theorem 3.13. We have

U(x) =
1√
2

(

arcsinh

(

1

sinh
(

arcsinh(1)−
√
2x
)

)

− arcsinh(1)

)

. (3.18)

Proof. Using Equation (3.17), we have

U(x) =
∑

n≥1

1

n!

∑

k≥0

2n−k−1Rn−1, kx
n

=
∑

n≥1

∑

k≥0

1

2n!
Rn−1, k(2x)

n

(

1

2

)k

=

∫ x

0
R
(

2t,
1

2

)

dt.

Using the expression for R(x, y) in Equation (3.8), we have

U(x) =

∫ x

0

i

i cos(
√
2ti)−

√
2 sin(

√
2ti)

dt

=

∫ x

0

1

cos(
√
2ti) +

√
2 i sin(

√
2ti)

dt

=

∫ x

0

1

cosh(
√
2t)−

√
2 sinh(

√
2t)

dt

=

∫ x

0

1

sinh(arcsinh(1)−
√
2t)

dt,
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where the third and fourth equalities hold since

cos(it) = cosh(t), sin(it) = i sinh(t), and sinh(t+ s) = sinh(t) cosh(s) + cosh(t) sinh(s).

Let T = arcsinh(1) −
√
2t, then we have

U(x) = − 1√
2

∫ x

0

cosh(T )

sinh2(T )
√

cosh2(T )/ sinh2(T )
dT

= − 1√
2

∫ x

0

cosh(T )

sinh2(T )
√

1/ sinh2(T ) + 1
dT.

On the other hand, if we let

F (x) =
1√
2

(

arcsinh

(

1

sinh
(

arcsinh(1)−
√
2x
)

)

− arcsinh(1)

)

,

then by differentiating F (x), we obtain

F ′(x) =
cosh

(

arcsin(1)−
√
2x
)

sinh2
(

arcsin(1)−
√
2x
)

√

1/ sinh2
(

arcsin(1)−
√
2x
)

+ 1
.

From the above derivation and verification of the initial values (i.e., F (0) = U(0)), we conclude
that U(x) = F (x). This completes the proof.

By Theorem 3.13, we can deduce that the numbers Un correspond to sequence A104018 in [27],
thereby providing the first combinatorial interpretation for this sequence.

3.4 Hoe permutations in Sd
n

In this subsection we consider a subclass of d-dimensional unimodal permutations, which we call
hoe permutations.

We define Π ∈ Sd
n as a hoe permutation if Π is unimodal and has exactly one descent at position

n− 1. For instance, the permutations

0124563 ∈ S2
7 ,

(

1 0 2 4 3
0 2 3 4 1

)

∈ S3
5 and





1 0 3 2
0 2 3 1
1 2 3 0



 ∈ S4
4

are all hoe permutations. Note that any such Π must contain the element (n− 1, . . . , n− 1)T . Let

Hn, d = |{Π ∈ Sd
n : Π is a hoe permutation}|.

We can then derive the following explicit formula for Hn, d in a combinatorial way.

Theorem 3.14. For n ≥ 2 and d ≥ 2, we have

Hn, d =
n−2
∑

k=0

(

2d−1 − 1
)k

. (3.19)

16



Proof. We first consider the case of d = 2, where a 2-dimensional hoe permutation of length n is
just an ordinary permutation with exactly one descent at position n − 1. There are n − 1 choices
to obtain this, coinciding with Equation (3.19).

Next, for d ≥ 3, we claim that the numbers Hn, d satisfy the following recurrence relation:

Hn, d = 1 + (2d−1 − 1)Hn−1, d. (3.20)

In fact, to obtain a hoe permutation Π in Sd
n, we can insert the element C = (n − 1, . . . , n − 1)T

between the two rightmost elements of a permutation Π′ in Sd
n−1, where the first n − 2 elements

are strictly increasing. It is now sufficient to count the number of such Π′’s in Sd
n−1. Note that

there are three cases for the patterns formed by the two rightmost elements in Π′’s. If they form
an ascent, then Π′ is strictly increasing, which counts as 1. If they form a descent, then Π′ is a
hoe permutation, counted by Hn−1, d. Otherwise, these elements must form a plateau. Since all
occurrences of “n − 2” must be in the two rightmost elements of Π′, such a permutation can be
obtained from a hoe permutation by freely swapping the two entries of the two rightmost elements
within the same rows (excluding the cases of swapping the entries in all rows or not swapping at
all). Thus there are (2d−1−2)Hn−1, d such Π′’s in this case. Combining these three cases, we obtain
Equation (3.20).

Rewriting Equation (3.20) as

Hn, d +
1

2d−1 − 2
= (2d−1 − 1)

(

Hn−1, d +
1

2d−1 − 2

)

, (3.21)

then {Hn, d+1/(2d−1−2)}n≥2 is a geometric progression with the initial value H2,d+1/(2d−1−2) =
1 + 1/(2d−1 − 2). After simple computation, we have

Hn, d =
(2d−1 − 1)n−1 − 1

(2d−1 − 1)− 1
,

which coincides with Equation (3.19), and this completes the proof.

The following special cases match sequences in the OEIS [27]:

d = 3 : Hn,3 =
3n−1−1

2 [27, A003462]

d = 4 : Hn,4 =
7n−1−1

6 [27, A023000]

d = 5 : Hn,5 =
15n−1−1

14 [27, A135518]

d = 6 : Hn,6 =
31n−1−1

30 [27, A218734]

(3.22)

Notably, for d = 4, 5, 6, we provide the first known combinatorial interpretations for the respective
sequences. Additionally, one of the known combinatorial interpretations in A003462 is related
to the number of triangles in Sierpinski’s triangle, while in Subsection 4.4, we will introduce the
numbers |M+3

3,n|, which is linked in [27, A002023] to Sierpinski’s tetrahedron (i.e., to the number of
edges in the (n− 2)-Sierpinski tetrahedron graph).
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3.5 (d− 1)-plateaux among permutations in Sd
n

In various parts of the permutation patterns literature, researchers are interested in the total
number of occurrences of a specific pattern in all permutations (often under certain restrictions)
in Sn. For example, see [6, 11] and references therein. In this subsection, we derive the explicit
formula for the total number of (d− 1)-plateaux among all permutations in Sd

n.

Theorem 3.15. Let n, d ≥ 2. If n ≥ d− 1, then the total number of (d− 1)-plateaux (occurrences
of 11 . . . 1 with d− 1 1’s) among all permutations in Sd

n is given by

(n− d+ 2)(d − 1)! ((n− d+ 1)!)d−1
n−1
∑

ℓ=0

(A(ℓ, d− 2))d−1 , (3.23)

where A(m,k) represents the arrangement number:

A(m,k) =

{

m!
(m−k)! , if 0 ≤ k ≤ m;

0, otherwise.

Proof. Suppose that the elements of a (d − 1)-plateau are on level ℓ for some 0 ≤ ℓ ≤ n − 1. It is
clear that for this (d−1)-plateau, there is exactly one ℓ in each row, and there are (d−1)! choices to
decide the internal ordering of these ℓ’s. After that, we need to choose the remaining d− 2 entries
from the set {0, 1, . . . , ℓ− 1} and this contributes to (A(ℓ, d− 2))d−1. Summing over all possible ℓ,
we can obtain that there are (d− 1)!

∑n−1
ℓ=0 (A(ℓ, d − 2))d−1 choices for such a (d− 1)-plateau.

To complete the construction of a (d, n)-permutation, we still need to arrange the remaining
elements with ((n− (d− 1))!)d−1 choices, and then insert the (d − 1)-plateau into these elements
in (n− (d− 1) + 1) ways. Consequently, we obtain Equation (3.23).

In the three-dimensional case, it is straightforward to calculate the total number of plateaux
(occurrences of 11) among all permutations. Moreover, we can obtain the total number of ascents
and descents in this case.

Corollary 3.16. Let n ≥ 2. The total number of plateaux among all permutations in S3
n is given

by
(2n − 1)n!(n − 1)!

3
. (3.24)

The total number of ascents (the same as descents) in S3
n is given by

(3n2 − 5n+ 1)n!(n − 1)!

6
. (3.25)

Proof. Set d = 3 in Equation (3.23) to obtain

(n− 1)((n − 2)!)2
n−1
∑

ℓ=0

2!ℓ2,

which coincides with Equation (3.24) by substituting

n−1
∑

ℓ=1

ℓ2 =
(n− 1)n(2n − 1)

6
.
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For the second assertion, considering the reversal of all permutations in S3
n, we observe that the

total number of ascents equals the total number of descents. Therefore, twice the total number of
ascents plus the total number of plateau equals (n− 1)(n!)2, which represents the total number of
consecutive pairs of elements in S3

n. Thus, the total number of ascents is given by

1

2

(

(n− 1)(n!)2 − (2n − 1)n!(n − 1)!

3

)

.

This completes the proof.

4 levSum: levels defined by sums

In this section, we introduce the definitions of minimal, maximal, minimax, and c-bounded per-
mutations. These concepts are mostly trivial under levMax, while they lead to several interesting
results under levSum. The common combinatorial objects in these two definitions of levels are the
occurrences of patterns across all permutations.

4.1 Minimal permutations

In this subsection, we examine the minimal permutations and explicitly determine their maximum
levels by presenting a construction of specific examples.

We first provide the definition of minimal permutations for any level definition. For any d ≥ 2,
we let md,n = min{levelmax(Π) : Π ∈ Sd

n} and Md,n = {Π ∈ Sd
n : levelmax(Π) = md,n}. The

permutations in Md,n are called minimal permutations or minimal (d, n)-permutations when we
want to emphases the dimension and length of minimal permutations.

The notion of a minimal permutation is trivial for levMax, as in this case Md,n = Sd
n. Moreover,

the notion of a minimal permutation is trivial for levSum when d = 2 because m2,n = n − 1,
meaning that each permutation is minimal. Therefore, M2,n = S2

n = Sn in this case, with n! such
permutations. On the other hand, for levSum and d = 3, it is easy to see that each minimal
(3, n)-permutation must be a permutation of the columns of

X3,n =

(

0 1 . . . n− 1
n− 1 n− 2 . . . 0

)

(4.1)

and hence the number of minimal (3, n)-permutations in this case is again n!. The situation becomes
more complicated for levSum when d ≥ 4. We are able to determine md,n for levSum in the general
case by constructing classes of minimal permutations, but we have been unable to find the exact
cardinality of Md,n in the general case.

A special case is that the size of C(M4,2k+1) corresponds to sequence A002047 in [27], which has
several combinatorial interpretations, including essentially our minimal permutations (by subtract-
ing k from each entry in our permutation, one obtains an object in [27, A002047]). No formula is
listed in [27, A002047], suggesting that enumerating minimal permutations might be challenging.

In the case of d ≥ 3, we derive the explicit formula for md,n under levSum, as stated in the
following theorem.

Theorem 4.1. We have md,n =
⌈

(d−1)(n−1)
2

⌉

for all n ≥ 1 and d ≥ 3.
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Proof. We begin by finding a lower bound for md,n. Note that all entries in each row of a permu-

tation Π ∈ Md,n sum up to n(n−1)
2 , hence the total sum of all entries in Π is

n(n− 1)(d − 1)

2
= levSum(Π1) + levSum(Π2) + · · ·+ levSum(Πn),

which is less than or equal to n ·md,n. Thus, we have

md,n ≥ (d− 1)(n − 1)

2
. (4.2)

Next it suffices to show that there exists a (d, n)-permutation Π such that levSummax(Π) =
⌈

(d−1)(n−1)
2

⌉

for all n ≥ 1 and d ≥ 3.

We have already presented the permutation X3,n in (4.1), whose elements are all at the same

level
⌈

(d−1)(n−1)
2

⌉

and the case of n = 1 is trivial, so we assume that d ≥ 4 and n ≥ 2. By letting

the second row be a cyclic shift of the first row to the left by k entries for k ≥ 1, and filling in
the third row such that the sum of each column becomes 3k, we obtain a proof of the claim that

m4,2k+1 =
⌈

(4−1)((2k+1)−1)
2

⌉

= 3k:

Y4,2k+1 =





0 1 . . . k − 1 k k + 1 . . . 2k − 1 2k
k k + 1 . . . 2k − 1 2k 0 . . . k − 2 k − 1
2k 2k − 2 . . . 2 0 2k − 1 . . . 3 1



 .

Using a similar construction as for Y4,2k+1, we prove the claim that m4,2k =
⌈

(4−1)(2k−1)
2

⌉

= 3k−1:

Y4,2k =





0 1 . . . k − 1 k k + 1 . . . 2k − 2 2k − 1
k − 1 k . . . 2k − 2 2k − 1 0 . . . k − 3 k − 2
2k − 1 2k − 3 . . . 1 0 2k − 2 . . . 4 2



 .

Now, if d = 2s + 1 for s ≥ 1, then we can take s copies of X3,n from (4.1) and stack them on top
of each other to obtain the desired result. On the other hand, if d = 2s for s ≥ 2, and n = 2k + 1
(resp., n = 2k), we take Y4,2k+1 (resp., Y4,2k) and s − 2 copies of X3,2k+1 (resp., X3,2k) and stack
them on top of each other to obtain the desired result.

Remark 4.2. Note that by permuting rows and columns in our constructions in Theorem 4.1, one
can obtain many more permutations in Md,n. Additionally, more such permutations in Md,2k can
be obtained by swapping 2k − i with 2k − i+ 1 in the last row of Y4,2k for i = 3, 5, . . . , 2k − 1, and
then permuting rows and columns of these permutations.

The set CPd,n of complete-plateau permutations is defined as

{Π ∈ Sd
n : level(Πi) = ℓ for 1 ≤ i ≤ n and fixed ℓ} = {Π ∈ Sd

n : 11(π) = n− 1}.

Under levSum, using our arguments in the proof of Theorem 4.1, we deduce that n(n−1)(d−1)
2 = nℓ.

Therefore,

ℓ =
(n− 1)(d − 1)

2
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is uniquely determined. Since ℓ must be an integer, at least one of n or d must be odd. Moreover,
we have levSum(Πi) = ℓ = md,n for all 1 ≤ i ≤ n, which implies that CPd,n ⊆ Md,n. In fact, the
following corollary establishes that

CPd,n =

{

Md,n, if either n or d is odd;
∅, otherwise.

Corollary 4.3. Let n ≥ 1, d ≥ 2 and either n or d is odd. A (d, n)-permutation Π is in Md,n if
and only if Π is a complete-plateau permutation with all levels of its elements being md,n.

Proof. The sufficiency is clear, and we assume that Π ∈ Md,n for the necessity.

Because either n or d is odd and Π ∈ Md,n, we have levSum(Πi) ≤ md,n =
⌈

(d−1)(n−1)
2

⌉

=

(d−1)(n−1)
2 for 1 ≤ i ≤ n. If there exists some element, say Πi0 , such that levSum(Πi0) <

(d−1)(n−1)
2 ,

then the total sum of all entries in Π is n(n−1)(d−1)
2 = levSum(Π1) + · · · + levSum(Πi0) + · · · +

levSum(Πn) < n · (d−1)(n−1)
2 , a contradiction.

In general, it is challenging to construct all minimal permutations, even under the complete-
plateau condition. Here, we only give some sufficient and necessary conditions for minimal (4, 2k+
1)-permutations in shift forms.

Theorem 4.4. Let n ≥ 1, d ≥ 2 and either n or d is odd. Given s2, s3, . . . , sd ∈ {1, 2, . . . , n − 1}
and π2

n, π
3
n, . . . , π

d
n ∈ {0, 1, . . . , n − 1} such that gcd(si, n) = 1 for all i, a (d − 1) × n array of

numbers can be defined by
Π =

{

πi
j

}

2≤i≤d
1≤j≤n

,

where πi
j ≡ πi

n+j ·si (modn). Then Π is a (d, n)-permutation (omitting the first row). In particular,

let d = 4 and n = 2k + 1 with k ≥ 1. Assume (w.l.o.g.) that s2 = 1 and π2
n = n− 1.

(a) If s3 = 1, then Π ∈ M4,n if and only if s4 = n− 2, (π3
n, π

4
n) = (k − 1, 1) or (k, 0).

(b) If s3 = k, then Π ∈ M4,n if and only if s4 = k, (π3
n, π

4
n) = (0, k) or (k, 0).

Proof. We first show that the array Π defined above is a (d, n)-permutation. Since gcd(si, n) = 1,
there exists a j ≡ s−1

i (x − πi
n) (modn) such that πi

j = x for any x ∈ {0, 1, . . . , n − 1}. Therefore,

we have Π ∈ Sd
n.

Claim. If Π ∈ Md,n, then
∑d

i=2 π
i
n = md,n and

∑d
i=2 si ≡ 0 (modn).

Proof of Claim. By Corollary 4.3, we have
∑d

i=2 π
i
n = levSum(Πn) = md,n and

md,n = levSum(Π1) =
d
∑

i=2

πi
1 ≡

d
∑

i=2

(πi
n + si) = md,n +

d
∑

i=2

si (modn),

which gives the desired result.
Now we are in a position to prove the rest of this theorem. Note that for k = 1 (n = 3)

statements (a) and (b) are consistent.
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(a) For sufficiency, verification is straightforward. To prove necessity, assume that Π ∈ M4,n.

By the above claim, we have n | (s2 + s3 + s4) = 2+ s4, so s4 = n− 2, which is co-prime with
n since n is odd.

Because s2 = 1 and π2
n = n − 1, we have π2

j = j − 1 for 1 ≤ j ≤ n. Now, we only need to

choose (π3
j , π

4
j ) such that 3k = m4,n = π3

j + π4
j + j− 1 for all j. Hence, 0 ≤ π3

j ≤ 3k− (j− 1).
Note that

π3
j =

{

π3
n + j, 1 ≤ j ≤ n− 1− π3

n;

π3
n + j − n, n− π3

n ≤ j ≤ n.

Therefore, in the case of j = n− 1− π3
n and j = n, we have

{

π3
n−1−π3

n
= π3

n + n− 1− π3
n ≤ 3k − (n− 1− π3

n − 1);

π3
n ≤ 3k − (n− 1).

Finally, we obtain that π3
n equals to k − 1 or k, and the item (a) is proved.

(b) For sufficiency, we only need to verify the case of (π3
n, π

4
n) = (0, k), as the other case can be

obtained by swapping the last two rows of Π. In fact, if s3 = s4 = k and (π3
n, π

4
n) = (0, k),

then we have

π3
j =

{

2k − j−2
2 , if j is even;

k − j−1
2 , if j is odd;

and π4
j =

{

k − j
2 , if j is even;

2k − j−1
2 , if j is odd.

A straightforward verification shows that Π ∈ M4,d.

Conversely, assuming that Π ∈ M4,d, we get s4 = k and 0 ≤ π3
j ≤ 3k − (j − 1) in the same

way as in (a). In particular, 0 ≤ π3
n ≤ k and 0 ≤ π3

n−1 ≤ k + 1. If 0 ≤ π3
n ≤ k − 1, then

k + 1 ≥ π3
n−1 = π3

n − k + n. Hence, π3
n = 0 or k, and this completes the proof.

For an illustration of the construction of the shift-form permutations in Theorem 4.4, see the
following example.

Example 4.5. Let d = 4, n = 5, (π2
n, π

3
n, π

4
n) = (4, 0, 2) and (s2, s3, s4) = (1, 2, 2). Then the array

Π =
{

πi
j

}

2≤i≤d
1≤j≤n

=





0 1 2 3 4
2 4 1 3 0
4 1 3 0 2



 , (4.3)

where πi
j ≡ πi

n + j · si (modn), is indeed a minimal (4, 5)-permutation.

Remark 4.6. In the case of d = 4, computer experiments show that all elements in M4,3 and M4,5

can be constructed using the method given in Theorem 4.4. However, there exist other permutations
in M4,7, for example,

Π =





0 1 2 3 4 5 6
6 4 1 5 0 2 3
3 4 6 1 5 2 0



 ∈ M4,7.
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4.2 Maximal permutations

In this subsection, similar to the previous one, we define maximal permutations and further deter-
mine their minimum level. Besides, we also establish several connections between these maximal
and minimal permutations.

For any definition of level, let m∗
d,n = max{levelmin(Π) : Π ∈ Sd

n}. A maximal (d, n)-permutation
is a (d, n)-permutation Π whose minimal entry in level(Π) is m∗

d,n. We denote by M∗
d,n the set of

all maximal (d, n)-permutations, i.e., M∗
d,n = {Π ∈ Sd

n : levelmin(Π) = m∗
d,n}.

For levSum, the case of d = 2 is trivial and we have m∗
2,n = 0 and M∗

2,n = Sn. For d = 3, it is
obvious that md,n = m∗

d,n and Md,n = M∗
d,n. For d ≥ 3, we have the following result.

Theorem 4.7. We have that m∗
d,n =

⌊

(d−1)(n−1)
2

⌋

for all n ≥ 1 and d ≥ 3.

Proof. We start by presenting an upper bound for m∗
d,n. Similar to the proof of Theorem 4.1, we

have n(n−1)(d−1)
2 ≥ n ·m∗

d,n for any Π ∈ M∗
d,n. Consequently,

m∗
d,n ≤ (d− 1)(n − 1)

2
. (4.4)

The remaining proof follows precisely the same steps as those in the proof of Theorem 4.1, where the

minimal entries of the level vectors of (d, n)-permutations constructed are exactly
⌊

(d−1)(n−1)
2

⌋

.

Now, we are ready to study the set M∗
d,n. The case of n = 1 is trivial. For n = 2, the set M∗

d,2

coincides with the set Md,2, as shown in the next corollary.

Corollary 4.8. If n = 2 and d ≥ 2, then M∗
d,2 = Md,2.

Proof. If Π ∈ M∗
d,2, then we can assume that levSum(Π1) = m∗

d,2 =
⌊

d−1
2

⌋

. Since the sum of
levSum(Π1) and levSum(Π2) is the total sum of all entries in Π, i.e., levSum(Π1) + levSum(Π2) =
d − 1, we have that levSum(Π2) =

⌈

d−1
2

⌉

= md,2, implying that Π ∈ Md,2. Hence, M∗
d,2 ⊆ Md,2.

Justifying that Md,2 ⊆ M∗
d,2 can be done similarly.

If either n or d is odd, not only do we have M∗
d,n = Md,n, but also the following stronger

conclusions can be derived.

Corollary 4.9. Let n ≥ 1, d ≥ 2. If either n or d is odd, then

(a) m∗
d,n = md,n.

(b) Π ∈ M∗
d,n if and only if levSum(Πi) = m∗

d,n for 1 ≤ i ≤ n.

(c) M∗
d,n = Md,n.

Proof.

(a) Since either n or d is odd, we have m∗
d,n =

⌊

(d−1)(n−1)
2

⌋

= (d−1)(n−1)
2 =

⌈

(d−1)(n−1)
2

⌉

= md,n.

(b) We can follow exactly the same steps as those in the proof of Corollary 4.3, replacing Md,n

with M∗
d,n, md,n with m∗

d,n, ≥ with ≤, < with >, and the ceiling function with the floor
function.
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(c) It follows from (a), (b) and Corollary 4.3.

Remark 4.10. In general, M∗
d,n may differ from Md,n. For example, consider the permutation

Π =





1 2 0 3
1 0 3 2
3 1 2 0



 ∈ S4
4 , (4.5)

where we find levSummax(Π) = 5 = m4,4 and levSummin(Π) = 3 < 4 = m∗
4,4. Therefore, Π is a

minimal permutation but not a maximal one.

While M∗
d,n and Md,n can differ, we can always construct a bijection between these two sets.

Therefore, M∗
d,n and Md,n are equinumerous.

Theorem 4.11. We have that |M∗
d,n| = |Md,n| for all n ≥ 1 and d ≥ 2.

Proof. It is sufficient to present a bijection between M∗
d,n and Md,n. Consider the map φ : Sd

n → Sd
n

such that φ(Π) is obtained from Π ∈ Sd
n by taking the complement of each row in Π (replacing an

entry i in a row by n−1−i for all i). Clearly, φ is a bijection. We only need to show that φ(Π) ∈ Md,n

for any Π ∈ M∗
d,n and φ−1(Π) ∈ M∗

d,n for any Π ∈ Md,n. Given a maximal (d, n)-permutation Π,
we have levSum(Πi) ≥ m∗

d,n and there is an element, say Πi0 , such that levSum(Πi0) = m∗
d,n. Then

we have levSum(φ(Π)i) = (n − 1)(d − 1) − levSum(Πi) ≤ (n − 1)(d − 1) − m∗
d,n = md,n (the last

equality follows from Theorems 4.1 and 4.7) and levSum(φ(Π)i0) = md,n, so φ(Π) ∈ Md,n. It is
analogous to prove that φ−1(Π) ∈ M∗

d,n if Π ∈ Md,n, so we omit the proof.

We next give an example to illustrate the map φ in Theorem 4.11.

Example 4.12. Let Π be the minimal permutation in (4.5). Then the permutation

φ(Π) =





2 1 3 0
2 3 0 1
0 2 1 3



 ∈ S4
4 ,

where levSummax(Π) = 6 > m4,4 and levSummin(Π) = 4 = m∗
4,4, is a maximal permutation but not

a minimal one.

4.3 Minimax permutations

In this subsection, we explore the equivalent conditions for minimax permutations, which are defined
as permutations that are both minimal and maximal.

We call a (d, n)-permutation a minimax (d, n)-permutation if it is both minimal and maximal.
Let M◦

d,n denote the set Md,n ∩M∗
d,n, which consists of all minimax (d, n)-permutations. Clearly,

for levMax, we have M◦
d,n = M∗

d,n. However, under levSum, the situation is more complex. Corol-
laries 4.8 and 4.9 imply that M◦

d,n = Md,n = M∗
d,n if n = 2 or if at least one of n or d is odd. A

complete classification of minimax permutations is given by the following theorem.

Theorem 4.13. Let n ≥ 1 and d ≥ 2. A (d, n)-permutation Π is a minimax permutation if and
only if one of the following two conditions holds:

(a) md,n = m∗
d,n and all elements of Π are on level md,n;

24



(b) md,n = m∗
d,n + 1 and there are n

2 elements on level m∗
d,n and n

2 elements on level md,n in Π.

Proof. If either n or d is odd, then md,n = m∗
d,n and the statement follows from Corollary 4.9.

Assume that n and d are even with n = 2s for s ≥ 1. Then we have md,n = m∗
d,n + 1. The

sufficiency is evident by the definition of a minimax permutation. For the necessity, assume that
Π ∈ M◦

d,n. Since m∗
d,n = levSummin(Π) ≤ levSummax(Π) = md,n, the level of each element of Π is

either m∗
d,n or md,n. Now we only need to show that the numbers of elements on levels m∗

d,n and
md,n are as claimed. Suppose that there are s− t elements on level m∗

d,n and s+ t elements on level
md,n for an integer t 6= 0. Considering the total sum of all entries in Π, we have s(2s− 1)(d− 1) =
(s− t)m∗

d,n+(s+ t)md,n = s(m∗
d,n+md,n)+ t(md,n−m∗

d,n) = s(2s−1)(d−1)+ t 6= s(2s−1)(d−1),
which is a contradiction.

Note that the permutation given in (4.3) is, in fact, a minimax permutation. Furthermore, all
minimal (4, n)-permutations constructed in Theorem 4.4 are minimax permutations, since md,n =
m∗

d,n for odd n ≥ 3.

4.4 c-bounded permutations

This subsection is devoted to the introduction of the c-bounded permutations. We present the
connections between these permutations and other combinatorial objects in the OEIS [27], along
with a formula that unifies them within the same context.

For any Π ∈ Sd
n and definition of level, levelmax(Π) ≥ md,n. Introducing a cap c ≥ 0 to the level

of permutations in Sd
n, we obtain the set of c-bounded (d, n)-permutations:

M+c
d,n = {Π ∈ Sd

n : md,n ≤ levelmax(Π) ≤ md,n + c}.

Note that the condition levelmax(Π) ≥ md,n is trivial, so we have the equivalent definition

M+c
d,n = {Π ∈ Sd

n : level(Πi) ≤ md,n + c, for all 1 ≤ i ≤ n}.

Clearly, for c = 0, M+0
d,n = Md,n. For general cases, see the following theorem for the exact

cardinality of M+c
3,n.

Theorem 4.14. We have |M+c
3,n| = c!(c + 1)n−cn! for all 0 ≤ c ≤ n− 1.

Proof. We only need to show that the number of ways to choose elements of Π ∈ S3
n is c!(c+1)n−c;

the rest will be given by permuting the elements in n! ways. W.l.o.g., π2
1π

2
2 . . . π

2
n = 01 . . . (n − 1).

Consider the element (n − 1, π3
n)

T . Since levSum(Πn) ≤ n − 1 + c and hence π3
n ∈ {0, 1, . . . , c},

there are c + 1 choices for π3
n. Fix π3

n and consider the element (n − 2, π3
n−1)

T . Since π3
n−1 6= π3

n

and π3
n−1 ∈ {0, 1, . . . , c + 1}, again, we have c + 1 choices for π3

n−1. Fix π3
n−1 and consider the

element (n − 3, π3
n−2)

T . Since π3
n−2 6= π3

n and π3
n−2 6= π3

n−1 and π3
n−2 ∈ {0, 1, . . . , c + 2}, again, we

have c+ 1 choices for π3
n−2. And so on until we fix the element (c, π3

c+1)
T . The number of choices

for (c− 1, π3
c )

T will then be c, for (c − 2, π3
c−1)

T it will be c− 1, and so on until we will make the
unique choice for (0, π3

1)
T , completing our proof.

Interestingly, in the case of d = 3, M+1
3,n gives a new combinatorial interpretation for the sequence

A002866 and M+2
3,n introduces a previously unknown combinatorial interpretation for the sequence

A052700 in [27].
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Removing n! (i.e., scaling by n!) and considering a canonical representation of permutations in
question, we obtain c!(c + 1)n−c objects. The formulae for c = 0 and c = 1 are trivial and simple,
respectively. For c = 2, c = 3 and c = 4, but not for c = 5, we also get matches in the OEIS [27].

• For c = 2, | C(M+2
3,n)| = 2 · 3n−2, given by sequence A008776 in [27]. There are several

combinatorial interpretations of these numbers, for example:

– Compositions of n − 1 where there are two types of each natural number, say, barred
and non-barred. For instance, the 6 compositions of 2 are {2, 2̄, 1+1, 1̄ + 1, 1+ 1̄, 1̄ + 1̄}.

– Functions f : {1, 2, . . . , n − 1} 7→ {1, 2, 3} such that for fixed x ∈ {1, 2, . . . , n − 1} and
fixed y ∈ {1, 2, 3}, we have f(x) 6= y.

• For c = 3, | C(M+3
3,n)| = 6 ·4n−3, given by sequence A002023 in [27]. The known combinatorial

interpretations are related to the Sierpinski tetrahedron, also known as tetrix. In particular,
the sequence counts the number of edges in the (n− 2)-Sierpinski tetrahedron graph.

• For c = 4 and | C(M+4
3,n)| = 24 · 5n−4, given by sequence A235702 in [27]. This sequence is

related to the Pisano periods, which are periods of Fibonacci numbers modulo n. However,
our objects give the first (direct) combinatorial interpretation for these numbers.

Once again, we offer new combinatorial interpretations that unify sequences A008776, A002023 and
A235702 from [27].

4.5 k-plateaux among permutations in S
3
n

This subsection is devoted to the enumeration of occurrences of k-plateaux in all (3, n)-permutations
for all 2 ≤ k ≤ n.

We begin by giving some definitions and notations. For any n ≥ 1, d ≥ 2, and 0 ≤ ℓ ≤
(n− 1)(d − 1), let ed,n,ℓ denote the number of distinct elements on level ℓ among all permutations
in Sd

n, and let Ed,n,ℓ be the set defined as

{(x1, x2, . . . , xd−1) ∈ Zd−1 : x1 + x2 + · · · + xd−1 = ℓ and 0 ≤ xi ≤ n− 1 for 1 ≤ i ≤ d− 1}.

In what follows, for a function f(x), [xn]f(x) denotes the coefficient of xn in the Taylor expansion
of f(x) around 0. The next lemma provides several basic properties of ed,n,ℓ. Since these formulae
can be derived through technical manipulations, we omit their proof here.

Lemma 4.15. We have

(a) ed,n,ℓ = |Ed,n,ℓ| = [xℓ]
(

xn−1
x−1

)d−1
.

(b) ed,n,ℓ = ed,n,(d−1)(n−1)−ℓ for 0 ≤ ℓ ≤ (n − 1)(d − 1).

(c) ed,n,ℓ =
(

ℓ+d−2
d−2

)

for 0 ≤ ℓ ≤ n− 1.

To study the occurrences of patterns in all (d, n)-permutations, we need to examine the repeti-
tion of each element, as described in the following proposition.

Proposition 4.16. Each element occurs n!((n− 1)!)d−2 times among all (d, n)-permutations, and
the number of elements on level ℓ, where 0 ≤ ℓ ≤ (n − 1)(d − 1), among all permutations in Sd

n is
n!((n− 1)!)d−2ed,n,ℓ.
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Proof. It is sufficient to prove the first assertion. First, note that the elements are uniformly dis-
tributed among all permutations in Sd

n. Indeed, for any elements (x1, . . . , xd−1)
T and (y1, . . . , yd−1)

T ,
we can consider a bijection on Sd

n that swaps, in each row i of each permutation, xi and yi.
Now, the number of distinct elements is nd−1 and the total number of elements in Sd

n is n(n!)d−1.
Since the elements are uniformly distributed, each distinct element occurs n(n!)d−1/nd−1 = n!((n−
1)!)d−2 times.

Using a similar approach as in Theorem 3.15, we obtain the following formula for the total
number of k-plateaux, where A(n,m) is defined as previously.

Theorem 4.17. Let n ≥ 2 and 2 ≤ k ≤ n. The total number of k-plateaux (occurrences of 11 . . . 1
with k 1’s) among all permutations in S3

n is given by

(n− k + 1)!(n − k)!

(

n!

(n− k)!
+ 2

n−2
∑

ℓ=k−1

(ℓ+ 1)!

(ℓ+ 1− k)!

)

. (4.6)

Proof. First, we show that there are

2(n−1)
∑

ℓ=0

A(e3,n,ℓ, k) (4.7)

distinct k-tuples of elements counted as k-plateaux in permutations. To obtain a k-plateau tuple
occurring in some permutations, we simply need to choose k different elements at the same level
in order, ensuring they have distinct entries in each row. Thus, there are A(e3,n,ℓ, k) k-plateau
tuples on level ℓ. (Note that this observation cannot be extended to d > 3 because then we cannot
guarantee that the elements in each row in k tuples selected from Ed,n,ℓ are distinct.) By summing
over all possible levels, the assertion is proven.

Next, we compute the expression (4.7) by using Lemma 4.15.

2(n−1)
∑

ℓ=0

A(e3,n,ℓ, k) =
n−2
∑

ℓ=0

A(e3,n,ℓ, k) +A(e3,n,n−1, k) +

2(n−1)
∑

ℓ=n

A(e3,n,ℓ, k)

=

n−2
∑

ℓ=0

A(e3,n,ℓ, k) +A(e3,n,n−1, k) +

2(n−1)
∑

ℓ=n

A(e3,n,2(n−1)−ℓ, k)

= A(e3,n,n−1, k) + 2

n−2
∑

ℓ=0

A(e3,n,ℓ, k)

=
n!

(n− k)!
+ 2

n−2
∑

ℓ=k−1

(ℓ+ 1)!

(ℓ+ 1− k)!
.

Finally, we need to demonstrate that any k-plateau tuple occurs in (n−k+1)((n−k)!)2 different
permutations. This is because, when constructing a permutation with a fixed k-plateau tuple, we
have (n− k+1) choices for the position of the k-plateau tuple and ((n− k)!)2 choices for arranging
the remaining entries.

By applying Theorem 4.17, we can derive the following result for (3, n)-permutations, which
surprisingly coincides with Corollary 3.16.
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Corollary 4.18. Let n ≥ 2. The total number of plateaux (occurrences of 11) among all permuta-
tions in S3

n is given by
(2n − 1)n!(n − 1)!

3
. (4.8)

The total number of ascents (the same as descents) in S3
n is given by

(3n2 − 5n+ 1)n!(n − 1)!

6
. (4.9)

Proof. The expression (4.8) is obtained by substituting k with 2 in (4.6).
For the second assertion, the proof follows the same reasoning as in Corollary 3.16, and this

completes the proof.

5 Conclusion

We conclude our paper with several open problems related to the most interesting results of our
studies.

Under levMax, we give a new combinatorial interpretation for the Springer numbers by intro-
ducing weakly increasing 3-dimensional permutations. However, our two methods rely on certain
known generating functions and are not purely combinatorial. Since the Springer numbers have a
rich background and numerous combinatorial interpretations, it is natural to consider whether there
exist bijections between the weakly increasing 3-dimensional permutations and the combinatorial
objects counted by the Springer numbers. In particular, the following question is of interest.

Problem 5.1. Find a bijective proof of Theorem 3.9.

Under levSum, we examine the maximal levels of minimal permutations. Through a special
construction, we characterize certain 4-dimensional permutations of odd length as minimal per-
mutations, as described in Theorem 4.4. Interestingly, all elements of each minimal permutation
under this condition must share the same level. However, enumerating these minimal permutations
presents a significant challenge.

Problem 5.2. Let d = 4 and n be an odd integer. Find an explicit formula for the numbers |Md, n|.

Although many enumerative results for the same patterns under levMax and levSum differ,
Corollaries 3.16 and 4.18 yield the same total count of plateaux across all permutations in S3

n. This
observation leads to the following problem.

Problem 5.3. Find a bijection between the plateaux under levMax and levSum in all (3, n)-
permutations.

Throughout this paper, due to the complexity of handling high-dimensional permutations, we
focus primarily on enumerative results for the 3- and 4-dimensional cases. Extending these results
to permutations of higher dimensions is a natural next step. Additionally, as another direction for
further research, one could explore alternative definitions for the level of an element in a multi-
dimensional permutation and extend the enumerative and structural results presented in this paper
to these new definitions.
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