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1 Introduction

Ritt-Wu’s characteristic set method is the cornerstone of Wu’s work on mathematics mech-

anization [15–18]. The idea of the method is to decompose the zero set of an equation system

into the union of the zero sets of equation systems in triangular forms. The characteristic set

method has been developed for polynomial systems [1, 4, 6, 15, 19] and differential polynomial

systems [2, 3, 10, 11, 13, 16].

Recently, a characteristic set method is also developed for ordinary difference polynomial

systems [8]. The concept of characteristic set for difference polynomial systems was introduced

by Ritt [14] and further studied in [12]. The theory of difference algebra was developed by

Cohn [5]. But, no algorithms were given in these work. The main contribution of [8] is to

introduce the concept of proper irreducible chains and to give a zero decomposition algorithm

for difference polynomial systems. But the theory given in [8] has several drawbacks. First, the

definition of the proper irreducible chain is not natural. Second, the variable ordering is fixed.

In this paper, we propose a new characteristic set method to remedy these drawbacks.

We give a new definition for the concept of proper irreducible chain. Comparing to the old

definition, the new definition is more natural. We show that if a chain is proper irreducible in the
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old sense, then it is also proper irreducible according to the new definition. As a consequence,

results proved in the above mentioned paper are still correct. Another advantage of using the

new definition is that the following result is now valid: the characteristic set of a reflexive

prime ideal is coherent and strong irreducible. If using the old definition, we can only prove

that: there exists a variable order such that the characteristic set of a reflexive prime ideal is

coherent and strong irreducible under this variable order.

The new characteristic set method works for any admissible ordering. This extends the

scope of the method significantly. As an application of this extension, we give a direct proof

for an important result about difference polynomial systems, which is used in control theory in

Theorem 3.15. This result cannot be proved with the theory in [8].

With the new definition of the proper irreducible chain, the zero decomposition algorithm

in Section 4 is also updated. The new algorithm appears much simpler than the old one.

In [5], Cohn gave an algorithm to solve the Nullstellensatz test of perfect difference ideals.

The idea is to transform the problem to a difference ideal with order less than or equal to one

and then use zero decomposition algorithms in algebraic case to construct a difference kernel.

This certainly simplifies the problem. On the other hand, reducing the order of difference

polynomials to one by introducing new auxiliary variables destroys the structure of the ideal

itself, and as consequence cannot give a zero decomposition for the equation system. In Section

5, by combining the idea of Cohn and the concept of algebraic irreducible chains, we give

another algorithm of zero decomposition for difference polynomial systems.

2 Preliminaries

We will introduce the notions and preliminary properties needed in this paper. Details on

these concepts can be found in [5, 12].

2.1 Difference fields, difference polynomials and difference ideals

A difference field F is a field with a third unitary operation σ satisfying: for any a, b ∈ F ,

σ(a + b) = σa + σb, σ(ab) = σa · σb, and σa = 0 if and only if a = 0. Here, σ is called the

transforming operator of F . If a ∈ F , σa is called the transform of a. If σ−1a is defined for

all a ∈ F , we say that F is inversive. Every difference field has an inversive closure [5]. In this

paper, all difference fields are assumed to be inversive.

Let K be the set of rational functions in variable x defined on the complex plane. Let σ be

the mapping: σf(x) = f(x+ 1), f ∈ K. Then K is a difference field with transforming operator

σ. This is an inversive field.

Let x1, x2, · · · , xn be difference indeterminants. Then R = K{x1, · · · , xn} is called an n-

fold difference polynomial ring over K. Any difference polynomial f (abbr. r-pol) in the ring

K{x1, · · · , xn} is an ordinary polynomial in variables σkxj (k = 0, 1, 2, · · · , j = 1, · · · , n). For

convenience, we also denote σkxj by xj,k.

First, we need to define an ordering ≺ on the set of variables X = {xi,j , 1 ≤ i ≤ n, j ≥ 0}.

We call an ordering is admissible if the following conditions hold:

1) u1 ≺ u2 ⇒ σu1 ≺ σu2, for any u1, u2 ∈ X.

2) u ≺ σu, for any u ∈ X.
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We always assume that 1 ≺ u, for any u ∈ X. Let f ∈ K{x1, · · · , xn} and ≺ is an admissible

ordering on X.

Example 2.1 Let xi,j ≺ xl,k for any i < l, then the ordering is called variable ordering,

which is used in [8].

Let xi,j ≺ xl,k for any j < k, then the ordering is called total ordering.

If xp,q is of the highest ordering of the variables appears in f w.r.t. ≺, we call xp the

leading variable and xp,q the lead of f , denoted as lvar(f) and lead(f), respectively. p is called

the class of f , denoted as class(f). If f ∈ K, we set class(f) = 0. The order of f w.r.t. xi,

denoted by ord(f, xi), is the largest j such that xi,j appears in f . When xi does not occur in

f , we set ord(f, xi) = 0.

The leading coefficient of f as a univariate polynomial in lead(f) is called the initial of f ,

and is denoted as init(f).

An r-pol f1 has higher rank than an r-pol f2, denoted as f1 ≻ f2, if

i) lead(f1) ≻ lead(f2), or

ii) lead(f1) = lead(f2) = xc,d and deg(f1, xc,d) > deg(f2, xc,d).

If no one has higher rank than the other for two r-pols, they are said to have the same

rank, denoted as f1 ≡ f2. We use f1 � f2 to denote the relation of either f1 ≺ f2 or f1 ≡ f2.

It is easy to see that � is a total order on the r-pol ring.

An n-tuple over K is of the form a = (a1, · · · , an), where the ai are selected from some

difference extension field of K. Let f ∈ K{x1, · · · , xn}. To substitute an n-tuple a into f means

to replace each of the xi,j occurring in f with σjai. Let P be a set of r-pols in K{x1, · · · , xn}.

An n-tuple over K is called a solution of the equation set P=0 if the result of substituting the

n-tuple into each r-pol of P is zero. We use Zero(P) to denote the set of solutions of P = 0.

Let f ∈ K{x1, · · · , xn}. We use Zero(P/D) to denote the set of solutions of P = 0 which do not

annihilate any r-pol of D.

A difference ideal is a subset I of R = K{x1, · · · , xn}, which is an algebraic ideal in R and

is closed under transforming. A difference ideal I is called reflexive if for an r-pol f , σf ∈ I

implies f ∈ I. Let P be a set of elements of R. The difference ideal generated by P is denoted

by [P]. The (ordinary or algebraic) ideal generated by P is denoted as (P). A difference ideal I

is called perfect if the presence in I of a product of powers of transforms of an r-pol f implies

f ∈ I. The perfect difference ideal generated by P is denoted as {P}. A perfect ideal is always

reflexive. A difference ideal I is called a prime ideal if for r-pols f and g, fg ∈ I implies f ∈ I

or g ∈ I.

2.2 Difference ascending chains

Let f1,f2 be two r-pols and lead(f1) = xp,q. f2 is said to be reduced w.r.t. f1 if

deg(f2, xp,q+i) < deg(f1, xp,q)) for any nonnegative integer i.

A finite sequence of nonzero r-pols A = A1, · · · , Ap is called an ascending chain, or simply

a chain, if one of the two following conditions holds:

i) p = 1 and A1 6= 0, or

ii) 0 < class(A1), Ai ≺ Aj and Aj is reduced w.r.t. Ai for 1 ≤ i < j ≤ p.

A is called trivial if class(A1) = 0.

Example 2.2 Let us consider f1 = x2
1,1 − x2

1,0 + 1, f2 = x1,2 + x1,1 ∈ K{x1}. Since

f1 ≺ f2, deg(f2, x1,1) < deg(f1, x1,1) and deg(f2, x1,2) < deg(f1, x1,1), by the definition, f2 is
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reduced w.r.t. f1. Hence, f1, f2 is a difference chain.

Let A be a chain and IA the set of all products of powers of the initials and their transforms

of the r-pols in A. The saturation ideal of A is defined as follows

sat(A) = {f ∈ K{x1, · · · , xn} | ∃g ∈ IA, fg ∈ [A]}.

Let B be an algebraic chain and IB the set of products of powers of initials of the polyno-

mials in B. Then we define the algebraic saturation ideal of B to be the following

a-sat(B) = {f ∈ K[x1, · · · , xn] | ∃g ∈ IB, fg ∈ (B)}.

Note that IA is closed under transforming and multiplication. Then [A] : IA is a difference

ideal.

A chain A = A1, · · · , At is said to be of higher rank than another chain B = B1, · · · , Bs,

denoted as A ≻ B, if one of the following conditions holds:

i) ∃ 0 < j ≤ min{t, s}, such that ∀ i < j, Ai ≡ Bi and Aj ≻ Bj , or

ii) s > t and Ai ≡ Bi for i ≤ t.

If no one has higher rank than the other for two chains, they have the same rank, and is

denoted as A ≡ B. We use A1 � A2 to denote the relation of either A1 ≺ A2 or A1 ≡ A2. It

is easy to see that � is a total order on the difference chain set.

Lemma 2.3 [14] Any descending chain A1 ≻ A2 ≻ A3 ≻ . . . is finite.

Let P be a set of r-pols. It is possible to form chains with r-pols in P. Among all those

chains, by the above lemma, there are some which have a lowest rank. Any of those chains

contained in P with the lowest rank is called a characteristic set of P, and denoted by B =

C.S(P).

An r-pol is said to be reduced w.r.t. a chain if it is reduced to every r-pol in the chain.

Lemma 2.4 [14] If A is a characteristic set of P and A
′

a characteristic set of P ∪ {f}

for an r-pol f , then we have A � A
′

. Moreover, if f is reduced with respect to A, we have

A ≻ A
′

.

As a consequence, we have

Lemma 2.5 A is a characteristic set of P if and only if there is no nonzero r-pol in P

which is reduced w.r.t. A.

Lemma 2.6 Let A be a characteristic set of an ideal I. If an r-pol f is invertible w.r.t.

A, then f 6∈ I.

Proof Let V be the algebraic parameter set of Af . Since f is invertible w.r.t A, there

exists an r-pol g and a nonzero r ∈ K[V] such that gf = r mod[A]. If f ∈ I, we have r ∈ I.

Since r is reduced w.r.t. A, by Lemma 2.5, we have r = 0, a contradiction.

2.3 Difference Pseudo-remainders

For any chain A, we could write it as the following form

A = A1, · · · , Am (1)

with Ai ∈ K{x1, · · · , xn}.

A variable xc,d is called a principal variable of A if there exists an A ∈ A and integer j ≥ 0

such that xc,d = σj lead(A). Otherwise, it is called a parametric variable of A. Denote the set
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of principal variables and the parametric variables of A by MA and PA, respectively. It is clear

that MA ∪ PA = {xi,j |1 ≤ i ≤ n, j ≥ 0}.

Example 2.7 Let A = {A1, · · · , A5} be a chain as following with variable ordering:

A1 = x2
1,2 + x2

1,0 + 1,

A2 = x1,4 − x1,0,

A3 = x3
3,2 + x3,1x3,0 + x1,0,

A4 = x4,3 + x4,0,

A5 = x5,0 + 1.

(2)

Figure 1 The leads of chain A Figure 2 The principal variables of chain A

The principal variables and the parametric variables for A are given in Figures 1 and 2.

The horizontal axis is the variable index and the vertical axis is the number of transforms of the

variables. The hollow circles are the leads of the polynomials in A, the circles are the principal

variables, and the × symbols are the parametric variables for A.

If we use the total ordering and x1 ≺ · · · ≺ x5, then A = A5, A1, A3, A4, A2 is also an

ascending chain.

Let h1, · · · , hn be nonnegative integers. In order to compute the pseudo-remainder of an

r-pol w.r.t. A, we need to determine the extension of A. First, we collect Ai, i = 1, · · · ,m by

the class of Ai.

Let A be a chain. We rewrite A as the following form:

A =















A1,1(x1, · · · , xn), · · · , A1,k1(x1, · · · , xn)

· · ·

Ap,1(x1, · · · , xn), · · · , Ap,kp
(x1, · · · , xn)

(3)

where class(Ai,j) = ci for j = 1, · · · , ki, and ord(Ai,j , xci
) < ord(Ai,l, xci

) for j < l.

We use algorithm Extension to define the extension of A w.r.t. some nonnegative integers

h1, · · · , hn. Note that the definition for h̄i is used in the proof of Theorem 3.8.

We use A(h1,···,hn) to denote the polynomial sequence obtained by rearranging the polyno-

mials of A′
(h1,···,hn) according to the admissible ordering ≺. We have

Lemma 2.8 Use the notations above. Let sj = min
A∈A(h1 ,···,hn)

{ord(A, xj)|j = class(A)},

ej = max
A∈A(h1,···,hn)

{ord(A, xj)|j = class(A)}. For a j, 1 ≤ j ≤ n, if there exists no A ∈ A

such that j = class(A), then we denote by Vj = {σixj | 0 ≤ i ≤ ej} and Yj = ∅; if there
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exists an A ∈ A such that j = class(A), then we denote by Vj = {σixj | 0 ≤ i ≤ sj − 1} and

Yj = {σixj | sj ≤ i ≤ ej}. V =
n
⋃

j=1

Vj , Y =
n
⋃

j=1

Yj . Then A(h1,···,hn) is an algebraic triangular

set in K[V, Y ] when the elements in V and Y are treated as independent variables. Furthermore,

the parameters of A(h1,···,hn) as a triangular set are V .

Algorithm 1 — Extension A′
(h1,···,hn)

Input A chain A of form (3) and a set of integers (h1, · · · , hn).

Output The extension A′
(h1,···,hn) of A w.r.t. h1, · · · , hn.

S0 Let S = {1, · · · , p}, A′ = ∅, ci = class(Ai,j), ti,j = ord(Ai,j , xci
).

S1 For any i ∈ S, let oi = max{order of xi appears in A ∪A′}, h̄i = max(hi, oi + 1).

S2 For all i ∈ S, let σh̄mxcm
be the largest among {σh̄ixci

} w.r.t. the ordering ≺.

S3 Let B = {Am,1, σ(Am,1), · · · , σtm,2−tm,1−1(Am,1), Am,2, σ(Am,2), · · · ,

σtm,3−tm,2−1(Am,2), · · · , Am,km
, · · · , σh̄m−tm,km (Am,km

)}.

A′ = A′ ∪ B, S = S \ {m}.

S4 If S = ∅, return(A′), else goto S1. Since S is a finite set, this process will terminate.

Proof By the procedure of Extension, we can assume that S = {m1,m2, · · · ,mp} and

mi is chosen before mi+1 for 1 ≤ i ≤ p− 1.

For the first time, we select σh̄m1xcm1
as the largest one among {σh̄ixci

} w.r.t. the ordering

≺. Since the ordering is admissible, all the variables presented in B and A is of lower ordering

than σh̄m1xcm1
. Similarly, when we select m2 from S, all the variables presented in B is of lower

ordering than σh̄m2xcm2
, where B and h̄m2 is redefined and σh̄m2xcm2

≺ σh̄m1xcm1
.

As a consequence, when the procedure is terminated, A′
(h1,···,hn) must have the following

form:

A′
(h1,···,hn) =















B1,1(x1, · · · , xn), · · · , B1,s1(x1, · · · , xn)

· · ·

Bp,1(x1, · · · , xn), · · · , Bp,sp
(x1, · · · , xn).

(4)

Where Bi = {Bi,1(x1, · · · , xn), · · · , Bi,si
(x1, · · · , xn)}, 1 ≤ i ≤ p and Bi is obtained in the

procedure after Bi+1 for 1 ≤ i ≤ p− 1.

Then, B1,s1 ≺ B2,s2 ≺ · · · ≺ Bp,sp
and all the Bi,j have different leads. So, after rearrange

the polynomials in A′
(h1,···,hn) w.r.t. the ordering ≺, the polynomials in A(h1,···,hn) have different

leads and it forms an algebraic triangular set for the ordering induced by ≺. The conclusion

follows by the definition of triangular set.

Example 2.9 Let A = {A1, · · · , A5} be a chain as following with total ordering and

x1 ≺ x2 ≺ x3 ≺ x4 ≺ x5:

A1 = x2
1,3 + x2

2,2 + x1,0,

A2 = x1,1 − x3,0,

A3 = x3
3,5 + x3,1x1,4 + x1,0,

A4 = x4,3 + x4,0 + x1,3,

A5 = x5,2 + x4,1 + x3,0 + 1.

(5)
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Let (h1, · · · , h5) = (0, · · · , 0), following the procedure of Extension. Firstly, S = {1, 3, 4, 5},

we select x3,6 as the largest one w.r.t.the total ordering ≺, B = {A3, σA3}; secondly, S =

{1, 4, 5}, we select x1,5 as the largest one, B = {A2, σA2, A1, σA1, σ
2A1}; thirdly, S = {4, 5},

we select x4,4 as the largest one, B = {A4, σA4}; at last, S = {5}, we select x5,3 as the largest

one, B = {A5, σA5}. Then

A′
(0,···,0) =



























A5, σA5

A4, σA4

A2, σA2, A1, σA1, σ
2A1

A3, σA3.

(6)

And A(0,···,0) = {A2, σA2, A5, A1, A4, σA5, σA1, σA4, σ
2A1, A3, σA3}.

Figure 3 The leads of chain A Figure 4 The leads of A(0,···,0)

The leads of A and A(0,···,0) are given in Figures 3 and 4, respectively.

For a chain A and an r-pol f , let

A∗ = A(0,···,0),

Af = A(ord(f,x1),···,ord(f,xn)). (7)

Note that A∗ = AσA by the definition of Extension.

We define the pseudo-remainder of an r-pol g w.r.t. a chain A = A1, · · · , Am as

prem(f,A) = a-prem(f,Af ), (8)

where a-prem is the algebraic pseudo-remainder [17] and the variables and their transforms in

a-prem(P,Af ) are treated as independent algebraic variables, and the ordering of Af is induced

by ≺. Due to the way to compute Af and the property of the algebraic pseudo-remainder, we

have

Lemma 2.10 Let g,A be as above. Then there is a J ∈ IA with lead(J) ≺ lead(g) such

that Jg ≡ r mod [A] and r is reduced w.r.t. A.

2.4 Coherent and regular difference chains

In this section, properties of coherent and regular chains are introduced.

Note that in Example 2.2, we have σf1 − (x1,2 + x1,1)f2 = 1, i.e., 1 ∈ [f1, f2]. This fact

leads to the following concept.
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Let A = A1, · · · , Am be a difference chain in K{x1, · · · , xn} and ki = ord(Ai, lvar(Ai)), i =

1, · · · ,m. For any 1 ≤ i < j ≤ m, if class(Ai) = class(Aj) = t, then ki < kj , let ∆ij =

a-prem(σkj−kiAi, Aj , xt,kj
) be the algebraic pseudo-remainder of σkj−kiAi w.r.t. Aj about

variable xt,kj
; otherwise, let ∆ij = 0. If prem(∆ij ,A) = a-prem(∆ij ,A∆ij

) = 0, we call A a

coherent difference chain.

Let A be a difference chain of form (1), f an r-pol. f is said to be invertible w.r.t. A if it

is invertible w.r.t. Af when f and Af are treated as algebraic polynomial and triangular set.

Let A = A1, · · · , Am be a difference chain and Ii = init(Ai). A is said to be (difference)

regular if σiIj is invertible w.r.t. A for any non-negative integer i and 1 ≤ j ≤ m.

The following results show that it is easy to solve the ideal membership problem of sat(A)

for a coherent and regular chain A. The proof of these results under a general admissible

ordering is similar to those for the variable ordering given in [8]. Their proofs are omitted.

Theorem 2.11 A difference chain A is the characteristic set of sat(A) iff A is coherent

and difference regular.

Theorem 2.12 If A is a coherent and regular chain of form (1), then

sat(A) =
⋃

h1≥0,···,hn≥0

(a-sat(A(h1,···,hn))).

The following lemma will be used later in this paper. Its proof is also similar to the proof

of Lemma 3.5 in [8].

Lemma 2.13 Let A be a coherent chain of form(1), f ∈ (A(l1,···,ln)) for li ≥ max
A∈A∗

ord(A, yi).

Then ∃J ∈ IA∗ s.t. lead(J) ≺ lead(σf) and Jσf ∈ (A(l1+1,···,ln+1)).

3 Proper and Strong Irreducible Chains

Note that there is no direct methods to check if a given chain is difference regular since we

need to check that all possible transforms of the initials are invertible. In this section, we will

give a constructive criterion for a chain to be difference regular.

3.1 Invertibility of algebraic polynomials

We will first introduce some notations and known results about invertibility of algebraic

polynomials w.r.t. a chain. In this section, all notions mean to be algebraic case.

Let A = A1, · · · , Am be a nontrivial triangular set in K[x1, · · · , xn] over a field K of

characteristic zero. Let yi be the leading variable of Ai, y = {y1, · · · , yp} and u = {x1, · · · , xn}\

y. u is called the parameter set of A. We can denote K[x1, · · · , xn] as K[u, y]. A polynomial f

is said to be invertible w.r.t. A if (f,A1, · · · , As) ∩ K[u] 6= {0} where lvar(f) = lvar(As). A is

called regular if the initials of Ai are invertible w.r.t. A.

Theorem 3.1 [1, 3] Let A be a triangular set. Then A is a characteristic set of (A) : IA

iff A is regular.

Lemma 3.2 [3] A finite product of polynomials which are invertible w.r.t. A is also

invertible w.r.t. A.

Lemma 3.3 [3] A polynomial f is not invertible w.r.t. a regular triangular set A iff there

is a nonzero g in K[u, y] such that fg ∈ (A) and g is reduced w.r.t. A.

Lemma 3.4 [17] Let A be an irreducible algebraic triangular set with a generic point η.

Then for any polynomial f , the following facts are equivalent.
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• g is invertible w.r.t. A.

• prem(g,A) 6= 0, or equivalently g 6∈ (A) : IA.

• ḡ 6= 0, where ḡ is obtained by substituting η into g.

• resl(g,A) 6= 0. Let A = A1, · · · , Am, resl(g,A) is defined as follows:

resl(g,A) = resl(resl(g,Am, lvar(Am)), A1, · · · , Am−1), and resl(g, ∅) = g.

3.2 Proper irreducible chains

A chain A of the form(1) is said to be proper

• A∗ as defined in (7) is an algebraic irreducible triangular set; and

• If σg ∈ a-sat(A∗) then g ∈ a-sat(A∗).

Lemma 3.5 Let A be a coherent and proper irreducible chain of the form (1) and V be

the algebraic parameter set of A∗. If g ∈ K[V ], then σg is invertible w.r.t. A∗.

Proof Since A∗ is an algebraic irreducible chain, by Lemma 3.4, if σg is not invertible

w.r.t. A∗ then σg ∈ a-sat(A∗). Since A is proper irreducible, we have g ∈ a-sat(A∗). But

g ∈ K[V ] and hence is invertible w.r.t. A. Which is a contradiction.

The following is a key property of a proper irreducible chain.

Lemma 3.6 Let A be a coherent and proper irreducible chain of the form (1). If f is

invertible w.r.t. A, then σf is invertible w.r.t. A.

Proof We assume that A can be rewrited as (3). Let V be the parameter set of the

algebraic chain Af and Y other variables occurring in Af . By Lemma 2.8, V is also the

parameter set of A∗. Since f is invertible w.r.t. A, there exist f̄ ∈ K[V, Y ] and nonzero

g ∈ K[V ] such that f̄ · f ≡ gmod (Af ), that is,

f̄ · f = g +
∑

A∈Af

BAA. (9)

Performing the transforming operator on the formula, we have

σf̄ · σf ≡ σg mod (σAf ). (10)

If ord(f, yi) ≥ ord(Ai,ki
, yi) for all i ≤ p, by Lemma 2.13, we can find a J ∈ IA∗ such that

Jσf̄ · σf ≡ Jσg mod (Aσf ). (11)

If ord(f, yi) < ord(Ai,ki
, yi) for some i ≤ p, we assume that for A in (9), ord(A, yi) <

ord(Ai,ki
, yi). Similar to Lemma 2.13, we can also find J ∈ IA∗ such that(11) is true. Since J

is a product of powers of initials of A∗, it is invertible w.r.t. A∗. σg is invertible w.r.t. A∗ by

Lemma 3.5. As a consequence, there exist h and nonzero r ∈ K[V ] such that

h · Jσg ≡ r mod (A∗).

Hence,

h · Jσf̄ · σf ≡ h · J · σg ≡ rmod (Aσf ).

That is, σf is invertible w.r.t. A.

The following theorem is one of the main properties of proper irreducible chains, which

gives a constructive criterion for a chain to be regular.

Theorem 3.7 A coherent and proper irreducible chain is difference regular.
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Proof Let A = A1, · · · , Am and Ij = init(Aj). Since A∗ is an irreducible algebraic chain,

by Lemma 3.4, Ii are invertible w.r.t. A∗ and hence invertible w.r.t. A. By Lemma 3.6, all

σjIi are invertible w.r.t. A.

3.3 Consistence of proper irreducible chains

In order to obtain a complete algorithm for difference polynomial systems, we need to show

that a coherent and proper irreducible chain A is consistent, or equivalently, Zero(sat(A)) is

not empty. The proof of Theorem 3.8 uses the theory of difference kernels established by Cohn

[5]. It can also be considered as an extension of some of the results obtained by Cohn about

one irreducible difference polynomial to certain chains.

Let ai = (ai,1, · · · , ai,n), i = 0, · · · , r be n-tuples, where ai,j are elements from an extension

field of K. A difference kernel of length r, R = K(a0,a1, · · · ,ar), over the difference field K is

an algebraic field extension of K such that the difference operator σ of K can be extended to a

field isomorphism from K(a0, · · · ,ar−1) to K(a1, · · · ,ar) and σai = ai+1, i = 0, · · · , r − 1.

Theorem 3.8 Let A be a coherent and proper irreducible chain. Then Zero(sat(A)) 6= ∅.

Proof Let A be of form (1). We rearrange A∗ as follows

A∗ = B1,1, · · · , B1,c1 , · · · , Bp,1, · · · , Bp,cp
,

where lvar(Bi,j) = yi. Let oi = ord(Bi,ci
, yi), i = 1, · · · , p, e = max

A∈A∗,p+1≤j≤n
{ord(A, yj)},

U0 = {σiyj | p + 1 ≤ j ≤ n, 0 ≤ i ≤ e}, U1 = {σiyj | p + 1 ≤ j ≤ n, 1 ≤ i ≤ e + 1},

Y0 = {σiyj | 1 ≤ j ≤ p, 0 ≤ i ≤ oj − 1}, and Y1 = {σiyj | 1 ≤ j ≤ p, 1 ≤ i ≤ oj}. Then

V0 = U0∪Y0 and V1 = U1∪Y1 have the same number of elements. Since A is proper irreducible,

A∗ is an irreducible algebraic triangular set when σiyj are treated as independent variables.

Hence, I = a-sat(A∗) is a prime ideal in K[V̂ ], where V̂ = V0 ∪ V1. Let η = (η
(i)
j ) be a generic

zero of this prime ideal. Then σjyi = η
(j)
i annul every polynomial in A∗ but not their initials.

We will construct a difference kernel of length one. Now, let a0 and a1 be obtained from V0

and V1 by replacing σjyi with η
(i)
j . The kernel is K(a0,a1). The difference operator σ introduces

a map from K(a0) to K(a1) as follows σ(η
(i)
j ) = η

(i+1)
j . We will prove that σ introduces an

isomorphism between K(a0) and K(a1).

Let

B0 = A∗ − {B1,c1 , · · · , Bp,cp
}, B1 = {σA |A ∈ B0}.

From the definition of A∗, the orders of yk in Bi,j ∈ B0 are not exceeding ok − 1. As a

consequence, a0 is a generic zero of the algebraic prime ideal a-sat(A∗) ∩ K[V0] = a-sat(B0)

with B0 as a characteristic set.

Note that σB0 = B1 and σa0 = a1, by the nature of the difference operator, B1 is an

irreducible triangular set in K[V1] and a1 is a generic zero of the prime ideal I1 = a-sat(B1)

with B1 as a characteristic set. We will show that I1 = I ∩ K[V1].

First of all, it is easy to see that I1 ⊂ I ∩K[V1]. Let I0 = a-sat(B0), W be the parametric

set of I0, then σW is the parametric set of I1 by the difference operator. Now we will show

that σW is the parametric set of I ∩ K[V1]. If this is not true, then there exists a polynomial

P (σW ) ∈ I ∩ K[V1] or σW ′ ∪ σW ⊂ V1 is the parametric set of I ∩ K[V1]. For the first case,

since K is inversive and A is proper irreducible, we have that σ−1P (σW ) ∈ I ∩ K[V0] = I0, W

is not the parametric set of I0, a contradiction. For the second case, since W is the parametric
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set of I0, there exists a polynomial P (W ′,W ) ∈ I0, hence σP (W ′,W ) = Q(σW ′, σW ) ∈ I1,

which is impossible by the assumption. So, the two prime ideal I1, I ∩ K[V1] have the same

dimension and I1 ⊂ I ∩K[V1], then I1 = I ∩K[V1]. Since σI0 → I1 is an isomorphism between

two prime ideals, σ introduces an isomorphism between K(a0) and K(a1). As a consequence,

K(a0,a1) is a difference kernel over K.

By Lemma V on page 156 of [5], this kernel has a principal realization ψ corresponding to

a series of kernels K(a0,a1), K(a0,a1,a2), · · ·. We will show that ψ is a zero of sat(A). From

the construction of the kernel, for any A ∈ A∗, we have A(ψ) = A(η) = 0. Hence ψ is a zero

of the polynomials in A∗ but does not annul any initials of A∗. Then for any A ∈ A, ψ is a

zero of σkA for any k, since σ is an isomorphism. Also, ψ does not annul any J ∈ IA. As a

consequence, ψ ∈ Zero(sat(A)).

The following example shows that a coherent and regular chain could have no solutions.

Example 3.9 f1 = y2
1 − 1, f2 = y1,1 + y1 ∈ K{y1}. A = {f1, f2}. A is coherent

and regular difference. But A is not proper irreducible, since f1 is not irreducible. We have

Zero(sat(A)) = Zero(A) = Zero(y1 − 1, y1,1 + y1) ∪ Z(y1 + 1, y1,1 + y1) = ∅.

3.4 Characteristic sets of reflexive prime ideals

In the algebraic case, prime ideals can be described by irreducible chains. In this section,

we will extend this result to the difference case. In order to do that, we need to introduce the

concept of strong irreducible chains.

A proper irreducible chain A is called strong irreducible if for any nonnegative integers hi,

A(h1,···,hn) is an irreducible algebraic triangular set.

Theorem 3.10 Let A be a coherent and strong irreducible difference chain. Then sat(A)

is a reflexive prime difference ideal.

Proof Let f, g be two r-pols such that fg ∈ sat(A). By Theorem 2.12, there exist

nonnegative integers h1, · · · , hn such that fg ∈ D = a-sat(A(h1,···,hn)). Since A is strong

irreducible, A(h1,···,hn) is an irreducible algebraic triangular set and hence D is a prime ideal.

We thus have f ∈ D or g ∈ D. In other words, f ∈ sat(A) or g ∈ sat(A). Hence, sat(A)

is a prime ideal. We still need to show that sat(A) is reflexive, that is, if σf ∈ sat(A) then

f ∈ sat(A). Suppose f 6∈ sat(A). By Lemma 2.12, f 6∈ a-sat(Af ). Since Af is an irreducible

algebraic triangular set, f must be invertible w.r.t. Af . As a consequence, f is invertible w.r.t.

A. By Lemmas 3.6 and 2.6, σf is invertible w.r.t. A and hence σf 6∈ sat(A), which contradicts

the fact σf ∈ sat(A).

Example 3.11 Consider A = {A1 = x2
1,0 + t, A2 = x2

2,0 + t+ k } from [5] in K{x1, x2}

where K is Q(t) with the difference operator σt = t + 1 and k is a positive integer. A∗ =

{A1, σA1, A2, σA2}. If k > 1, A is proper irreducible. But sat(A) is not prime, because

A2 − σk(A1) = (x2,0 − x1,k)(x2,0 + x1,k).

Conversely, we have

Theorem 3.12 Let I be a reflexive prime difference ideal, A the characteristic sets of

I. Then A is coherent, strong irreducible, and I = sat(A).

Proof By Lemma 3.13, for any characteristic set A of I, we have I = sat(A). By

Theorem 2.11, A is coherent. By Lemma 3.14, we have for any nonnegative integers ti, A(t1,···,tp)

is algebraic irreducible. Also, if σg ∈ a-sat(A∗), then σg ∈ I. Since I is reflexive, g ∈ I. Then

g ∈ a-sat(A∗).
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Lemma 3.13 Let I be a prime difference ideal, A its characteristic set. Then I =

sat(A).

Proof It is clear that I ⊂ sat(A). Let f ∈ sat(A). Then there is a J ∈ IA such that

Jf ∈ [A] ⊂ I. By Theorem 2.11, J is invertible w.r.t. A and hence not in I by Lemma 2.6.

Since I is a prime ideal, f ∈ I.

Lemma 3.14 Let I be a reflexive prime difference ideal, A its characteristic set. Then

for any nonnegative integers ti, A(t1,···,tn) is algebraic irreducible.

Proof Otherwise, we have nonnegative integers t1, · · · , tn such that A(t1,···,tn) is a re-

ducible algebraic triangular set. By definition, there exist r-pols f and g which are reduced

w.r.t. A(t1,···,tn) and with order not higher than those r-pols in A(t1,···,tn) such that fg ∈

A(t1,···,tn) ⊂ sat(A) = I. From this we have f ∈ I or g ∈ I, which is impossible since f and g

are reduced w.r.t. A.

Let A = A1, · · · , An be a sequence of the following form

A1 = V1σx1 − U1, · · · , An = Vnσxn − Un, (12)

where Vi, Ui ∈ K[x1, · · · , xn] and Vi 6= 0. It is clear that under a total ordering, A is a chain.

Furthermore, A is coherent since ∆(Ai, Aj) is always zero. Equations of form (12) are often

used in control theory [9] and it is important to know whether sat(A) is a reflexive prime ideal.

As an application of the method developed in this paper, we will give a new proof for the

following result which is first given in [9].

Theorem 3.15 A is strong irreducible if and only if the determinant of the Jacobi matrix

Jac =
∂(

U1
V1

,···,
Un
Vn

)

∂(x1,···,xn) is not zero.

Proof By [9], we know that |Jac| 6= 0 if and only if {U1

V1
, · · · , Un

Vn
} is algebraically inde-

pendent. Now, we will show that |Jac| 6= 0 if and only if A is strong irreducible.

To prove the theorem, we will show that the following conditions are equivalent:

(1) A∗ is an algebraic irreducible triangular set and σf ∈ a-sat(A∗) implies f ∈ a-sat(A∗).

(2) σf ∈ a-sat(A) implies f ∈ a-sat(A).

(3) |Jac| 6= 0.

(4) A is strong irreducible.

First, we show (1) ⇔ (2). Since A∗ is a regular triangular set, it is evident that we

only need to show (2) ⇒ (1). Assume this is not true, there exists a σg ∈ a-sat(A∗), but

g 6∈ a-sat(A∗). By (2), A∗ is a regular triangular set since Vi 6∈ a-sat(A) and A is an algebraic

irreducible triangular set. Let A1 = σA, and σh = a-prem(σg,A1). Then, σh ∈ a-sat(A),

but h = a-prem(g,A) 6= 0. This contradict to (2).

Second, we show that (2) ⇒ (3). Assume that |Jac| = 0, then {U1

V1
, · · · , Un

Vn
} is algebraically

dependent. Hence, there exists a polynomial P (z1, · · · , zn), such that P (U1

V1
, · · · , Un

Vn
) = 0. Then

a-prem(P (σx1, · · · , σxn),A) = V ∗P (U1

V1
, · · · , Un

Vn
) = 0, P ∈ a-sat(A), where V is a product of

some Vi. But σ−1P 6∈ a-sat(A), this contradict to (2).

Third, we show that (3) ⇒ (2). Let σf(x1, · · · , xn) = f ′(σx1, · · · , σxn). Since σf ∈

a-sat(A), we have a-prem(σf,A) = a-prem(f ′,A) = V ′ ∗ f ′(U1

V1
, · · · , Un

Vn
) = 0, where V ′

is a product of some Vi. Hence, f ′(U1

V1
, · · · , Un

Vn
) = 0. Since f 6∈ a-sat(A), f ′ is a non-zero

polynomial, hence {U1

V1
, · · · , Un

Vn
} is algebraically dependent, which is contradict to (3).
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At last, we show that (1) ⇔ (4). Since (4) ⇒ (1) is absolutely true by the definition of

strong irreducible, we only need to show (1) ⇒ (4). It is sufficient to show that for any positive

integer h, A(h,···,h) is an irreducible triangular set. We prove this by induction on h. When h =

1, 2, A(h,···,h) = A∗, the conclusion is true. Assume for any l < h, h ≥ 3, A(l,···,l) is an irreducible

triangular set, we show that A(h,···,h) is an irreducible triangular set. If this is not the case, there

exists an i, such that σhVi ∈ a-sat(A(h−1,···,h−1)). Let σg = a-prem(σhVi, {σh−1A, · · · , σA})

be the successive pseudo-remainder of σhVi w.r.t. {σh−1A, · · · , σA}, then g = a-prem(σhVi,

{σh−2A, · · · ,A}). Since A(h−1,···,h−1) is a regular triangular set, we have σg ∈ a-sat(A) and

g 6∈ a-sat(A). which contradicts to (1).

4 Algorithms of Zero Decomposition

In this section, we will present two algorithms which can be used to decompose the zero

set of a general r-pol set into the zero set of proper irreducible chains. Such algorithms are

called zero decomposition algorithms.

4.1 The Zero decomposition algorithm

A chain A is called a Wu characteristic set of a set P of r-pols if A ⊂ [P] and for all P ∈ P,

rprem(P,A) = 0. As a direct consequence of the pseudo-remainder formula given in Lemma

2.10, we have

Lemma 4.1 Let P be a finite set of r-pols, A = A1, · · · , Am a Wu characteristic set of P,

Ii = init(Ai), and J =
m
∏

i=1

Ii. Then

Zero(P) = Zero(A/J)
⋃

m
⋃

i=1

Zero(P ∪ A ∪ {Ii}),

Zero(P) = Zero(sat(A))
⋃

m
⋃

i=1

Zero(P ∪ A ∪ {Ii}).

Now, we are ready to give the Ritt-Wu zero decomposition theorem.

Theorem 4.2 Let P be a finite set of r-pols in K{y1, · · · , yn}, then there exist a sequence

of coherent and proper irreducible difference chains Ai, i = 1, · · · , k such that

Zero(P) =
k

⋃

i=1

Zero(Ai/Ji), Zero(P) =
k
⋃

i=1

Zero(sat(Ai)). (13)

Zero(P) = ∅ iff k = 1 and A1 is trivial.

This is a quite straight forward extension of the procedure proposed in [17], except the pro-

cedure ProIrr to find a proper irreducible chain. The correctness of the algorithm is guaranteed

by Lemma 4.1 and Lemma 4.5. The termination of it is guaranteed by Lemma 2.3.

In the algorithm RittWuZDT, we need to check whether a coherent difference chain is

proper irreducible.

Example 4.3 Consider B = {f1 = x2
3,0 +x1,0 +1, f2 = x3,2 +x2,0 +1 } ⊂ K{x1, x2, x3},

it is not coherent. Since x2
3,2 +x1,2 +1 = (x3,2 +x2,0 +1)(x3,2−x2,0−1)+(x2,0 +1)2 +x1,2 +1.

When we apply the above algorithm to B, we get A = {x2
2,0+2x2,0+x1,2+2, x2

3,0+x1,0+1, x3,2+

x2,0 + 1}, and A is coherent and proper irreducible difference chain. Zero(B) = Zero(sat(A)).
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Algorithm 2 —RittWuZDT(P)

• Input: a finite set P of r-pols.

• Output: W = {A1, · · · ,Ak} such that Ai is coherent proper irreducible difference

chain and Zero(P) =
k
⋃

i=1

Zero(sat(Ai)).

Begin

B = C.S(P), B = B1, · · · , Bm;

If B = 1 then

W = {1}

Else

R = {prem(f,B) 6= 0 | f ∈ (P \ B) ∪△(B)}

If R = ∅ then (test, P̄) :=ProIrr(B)

If test then W={B}∪RittWuZDT(P ∪ B ∪ {Ii})

Else W:=
k
⋃

i=1

RittWuZDT(P,B, fi)∪ RittWuZDT (P,B, Ii)

where Ii are the initials of the r-pols in B

and P̄ = {fi | i = 1, · · · , k}

Else W :=RittWuZDT(P ∪ R)

End.

4.2 Test of proper irreducible chain

In this section, we will give an algorithm to check whether a chain is proper irreducible,

which is based on the following result.

Lemma 4.4 Let I be an algebraic ideal in R, X1 = {xi,j | 1 ≤ i ≤ n, j > 0}. Then the

following conditions are equivalent

(a) For any polynomial g, σg ∈ I implies g ∈ I.

(b) σ−1(I ∩ K[X1]) ⊂ I.

Proof (a) and (b) are different description of the same proposition of the ideal I.

The following lemma shows how to decompose the zero set of a polynomial set if its

characteristic set is not proper irreducible.

Lemma 4.5 Let A be a Wu characteristic set of a finite set P. If A is not a proper

irreducible chain, then we can find f1, f2, · · · , fh which are reduced w.r.t. A and some initials

Ii of A such that Zero(P) =
h
⋃

i=1

Zero(P ∪A ∪ ∪{fi})
⋃

∪iZero(P ∪ A ∪ ∪{Ii}).

Proof Denote B = A∗ = B1, · · · , Bm. First, if A∗ is not algebraic irreducible, by Lemma

3 in Section 4.5 of [17], there are f1, · · · , fh which are reduced w.r.t. A∗ such that

f =

m
∏

i=1

Ivi

i f
t1
1 · · · f th

h =

k+1
∑

i=1

giBi,

where Ii is the initial of Bi. Since A is a Wu characteristic set of P, f ∈ [P]. Then Zero(P) =

Zero(P ∪ {f}) =
h
⋃

i=1

Zero(P, fi)
⋃

∪iZero(P, Ii). If Ii is the initial of σdA for some A ∈ A, then
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Zero(P, Ii) = Zero(P, init(A)). In other words, we need only to include the initials of the r-pols

in A.

If A∗ is algebraic irreducible, let f ∈ a-sat(A∗) be the lowest rank such that f = σg,

a-prem(g,A∗) 6= 0. Let f1 = a-prem(g,A∗), we have f1 6= 0, f1 is reduced w.r.t. A,

f1 =

m
∏

i=1

Ivi

i g −
k+1
∑

i=1

giBi,

then Zero(P) = Zero(P∪A∪{f})
⋃

∪iZero(P∪A∪{Ii}) = Zero(P∪A∪{g})
⋃

∪iZero(P∪A∪

{Ii}) = Zero(P ∪ A ∪ {f1})
⋃

∪iZero(P ∪ A ∪ {Ii}).

Algorithm 3 —ProIrr(A)

• Input: a difference coherent chain A of the form(1).

• Output:

(true,∅) if A is proper irreducible

(false,P̄) otherwise. P̄ consists of the difference polynomials in Lemma 4.5.

Begin

test:=ture

If A∗ is algebraic irreducible then

G :=GBasis(a-sat(A∗))/*/

G1 := G ∩ K[V1] where V1 are the

variables in G minus those yj,0 with order zero.

G1 := σ−1G

If G1 ⊂ G

test:=true; Return.

Else P̄ := {prem(g,A) | g ∈ G1 | g 6∈ G}, test:= false; Return.

Else

test:=false, P̄ consists of the difference polynomials

which we get in the first case of Lemma 4.5.

End.

/*/G := GBasis(a-sat(A∗)) compute the Groebner basis w.r.t. the eliminating ordering

yn,0 > yn−1,0 > · · · > y1,0 > yn,1 > · · · > y1,1 > · · · In [7], it is proved that for any chain

A ⊂ K[x1, · · · , xn], we have a-sat(A) = (A, zIA − 1) ∩ K[x1, · · · , xn], where z is a new

variable. Based on this result, we can compute a finite basis for a-sat(A∗) and its

Groebner basis.

The procedure ProIrr, when it applied to a coherent difference chain B, returns two ar-

gument: test, P̄. If B∗ is proper irreducible, then test is true and P̄ = ∅; else test is false, P̄

consists of some difference polynomials f1, · · · , fk mentioned in Lemma 4.5.
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5 A Modified Cohn’s Algorithm

In [5], Cohn gave an algorithm to solve the nullstellensatz test of perfect difference ideals.

The idea is to transform the problem to a difference ideal with order less than or equal to one

and then use zero decomposition algorithms in algebraic case to construct a difference kernel.

This certainly simplifies the problem. On the other hand, reduce the order of r-pols to one by

introducing new auxiliary variables destroy the structure of the ideal itself. In this section, by

combining the idea of Cohn and the concept of algebraic irreducible chains, we will give another

algorithm of zero decomposition for difference polynomial systems.

We give some notations at first. Let X = {xi,ei
1 ≤ i ≤ n, di ≤ ei ≤ oi}, X0 = {xi,ei

1 ≤

i ≤ n, di ≤ ei ≤ oi − 1}, X1 = {xi,ei
1 ≤ i ≤ n, di + 1 ≤ ei ≤ oi}.

An algebraic ideal I in K[X ] satisfies left (right) consistent condition w.r.t. {di ; oi}, if

∀f ∈ I ∩ K[X1](K[X0]), σ
−1f ∈ I (σf ∈ I). In the above definition, if for any i, oi = di, we

assume that K[X1](K[X0]) = ∅. If I satisfies left and right consistent condition w.r.t. {di ; oi},

we say that I satisfies consistent condition w.r.t. {di ; oi}.

Lemma 5.1 Let P ⊂ K{x1, · · · , xn}, and di, oi the minimal and maximal orders of xi

appearing in P respectively. Suppose that P generates a prime algebraic ideal I in K[X ], and

η be the generic zero of I. Then η can be extended to a difference zero of P iff I satisfies the

consistent condition w.r.t. {di ; oi}.

Proof Suppose that I satisfies the consistent condition w.r.t. {di ; oi}. We will extend

η to be a difference kernel of length one. Let A = A1, · · · , Ap be a characteristic set of I.

Then I = a-sat(A). Let I1 = σI. Since σ is an isomorphism, I1 is an algebraic prime ideal in

K[X1, x1,o1+1, · · · , xn,on+1] and I1 = a-sat(σA). Let ηd = {ηi,di
, 1 ≤ i ≤ n}, ηo = {ηi,ei

, 1 ≤

i ≤ n, di + 1 ≤ ei ≤ oi}.

We claim that I ∩ K[X1] = I1 ∩ K[X1]. Since for any f ∈ I ∩ K[X1], σ
−1f ∈ I ∩ K[X0] by

the left consistent condition, then f ∈ I1 ∩ K[X1]. For any f ∈ I1 ∩ K[X1], σ
−1f ∈ I ∩ K[X0],

then f ∈ I ∩ K[X1] by the right consistent condition. So, I ∩ K[X1] = I1 ∩ K[X1] and ηo is the

generic zero of I1 ∩ K[X1], then ηo can be extended to a generic zero of I1.

Let I ′2 = {f(ηo, x1,o1+1, · · · , xn,on+1) | f ∈ I1}. Then, I ′2 generated a prime algebraic

ideal denoted by I2 in K(ηo)[x1,o1+1, · · · , xn,on+1]. If we denote by η′ a generic zero of I2, then

{ηo, η
′} is the generic zero of I1.

Let I3 be an ideal generated by I2 in K(ηd)(ηo)[x1,o1+1, · · · , xn,on+1]. If P is an essential

prime divisor of I3, then P ∩K(ηo)[x1,o1+1, · · · , xn,on+1] = I2 by the Corollary in the page 32 of

[5]. Let the generic zero of P be ηo+1 = {ηi,oi+1, 1 ≤ i ≤ n}. Then (ηd, ηo) and (ηo, ηo+1) is the

generic zero of I and I1, respectively. η, ηo+1 is a difference kernel of length one and {η, ηo+1}

is a zero of P.

Hence, by Lemma V on Page 156 of [5], η can be extended to a difference zero of P.

If ∀i, oi − di > 0, then the generic zero of I is difference kernel of length one. This is the

same as Cohn’s theory.

The process Consistent (I) where I is the same as in Lemma 5.1 works as follows: Let GL

be the Grobner bases of I w.r.t. the eliminating ordering x1,d1 > x2,d2 > · · · > xn,dn
> · · ·.

G1 = GL ∩ K[X1]. Let GR be the Grobner bases of I w.r.t. the eliminating ordering x1,o1 >

x2,o2 > · · · > xn,on
> · · ·. G2 = GR ∩ K[X0]. If σ−1G1 ⊂ I and σG2 ⊂ I, then test=true,
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Ī = ∅; else test=false, Ī = {σ−1f, σg | f ∈ G1 σ
−1f 6∈ I, g ∈ G2 σg 6∈ I}.

Algorithm 4 — Cohn(P)

• Input: a finite set P of r-pols.

• Output:

(Σ = ∅) if Zero(P) = ∅

(Σ = {Bi}) otherwise, Zero(P) = ∪Zero(Bi) and Zero(Bi) 6= ∅

Begin

Σ = ∅
√

[P] = ∩a-sat(Ai) // Ai is algebraic irreducible

If
√

[P] = {1}, Return

Else For all Ai

I = a-sat(Ai)

(test, Ī) = Consistent(I)

If test Σ = Σ ∪ {Ai}

Else Cohn(I ∪ Ī)

End.

Algorithm 5 —-Consistent(I = a-sat(A))

• Input: an algebraic irreducible chain A, and di, oi the minimal and maximal order of

xi appearing in A.

• Output:

(true,∅) if I = a-sat(A) is consistent w.r.t. {di ; oi}.

(false,Ī) Otherwise.

Begin

test:=ture

GL :=LGBasis(a-sat(A))/*/

GR :=RGBasis(a-sat(A))/*/

G1 = GL ∩ K[X1].

G2 = GR ∩ K[X0].

If σ−1G1 ⊂ I and σG2 ⊂ I

then test=true; Return.

Else

test:=false, Ī = {σ−1f, σg | f ∈ G1 σ
−1f 6∈ I, g ∈ G2 σg 6∈ I}.

End.

/*/LGBasis(RGBasis) (a-sat(A)) compute the Groebner bases of a-sat(A) w.r.t. the

eliminating ordering x1,d1 > x2,d2 > · · ·xn,dn
> · · · (x1,o1 > x2,o2 > · · ·xn,on

> · · ·).
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Example 5.2 P = f1, f2 where f1, f2 are the same as Example 3.9. when we apply

Cohn{} to P, we have
√

[P] = a-sat(A1) ∩ a-sat(A2), where A1 = y1 − 1, y1,1 + 1 and A2 =

y1 + 1, y1,1 − 1. For A1, since σ(y1 − 1) = y1,1 − 1 and y1,1 + 1, the procedure return Null. So

is A2. Hence, Zero(P) = ∅.
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